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CHAPTER 1

Introduction

CRIME (CPU, Rendering, Interconnect and Memory Engine) is the con-
troller in an O2 wrkstation that pnades the gternal agent function for

a single MIPS R10000 or R12000 processor (Project names: T5 or TREX
respectrely). CRIME implements)densions to the SysAD protocol for
use by VICE (Wdeo Imaging and Compression Engine) to perform DMA
between VICE internal RAM and Unifiedafkstation MemoryCRIME

is also the memory controller for the SDRAM based Unifiexntkatation
Memory architecture used in O2. CRIME also implements an on-board
rendering engine that supports the OpenGL. CRIMEiges /O ports

for the MACE (Multimedia, Audio and Communications Engine) and the
GBE (Graphics Back End) chips that complete the functionality of an O2
workstation. These functions are outlined in this chapter

This document is tied closely with tMIPS R10000 Mi@processor Us-
er's Manual [5] It follows closely with the nomenclature and the terms
used in these specs. In iggalaces, the terms are used without definition.
It is assumed that the same definitions in these specifications l&pply
doubt, these specifications can be referenced.

%% SiliconGraphics
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1.1 System Architecture Overview

CRIME connects the processors (Mips based and VICE), memory and
10. It channels data streams among them. A diagramisgcCRIME

and other main functional blocks in the O2 architecture i&/sho Fig-

ure 1. Exploration of the architecture details can be found iG2hr -
chitecture Issues [1]. TheG2 Architecture document discusses other
possible implementations of a switchagsbmemory controller using
SDRAMSs, so not all the information is directly applicable to the actual
implementation of the CRIME ASIC.

A block diagram of thewerall moosehead system can be found in
Moosehead System Architecture [2].

Referenced documents in italics are fully detailed in section 1.5 on page
10 in of this document. There you will find an address on the internal Sil-
icon Graphics Mountain iéw Campus for ease of access to those docu-
ments that are on-line.
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SGI ENTRY WORKSTATION SY STEM

Main memory

Graphics output
—>

CPU CRIME <> Graphics
Back End

VICE
(SCsl,
Ethernet,
PCl,
Video,
Audio)

Figure 1-1 02 Block Diagram
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1.2 Major Functions

1.2.1 External Agent Functions
1.2.1.1 For R10K and R12K processors

As the External Agent for the R10K/R12K proces&RIME arbitrates
the avnership of the SysADUs.

CRIME supports a single R10K or R12K processor using HSTL logic
levels. LVTTL is not supported for the SysAD interconnect.

CRIME supports a cache line size of 128 bytes and supports up to 4 out-
standing reads for the R10K SysAD protocol.

CRIME resides on the System PC Board, while the R10K and VICE re-
side on a small daughter card called the CPU Board. The Sys&B b
limited to 100 MHz operation for this topolagysing this information,

the correct diisor for a particular R10K or R12K can be chosen.

The clock dvisor is programmed into the R10K/R12K at initialization
time. The CRIME 1.5 ASIC reads a seri®® on the CPU board and
returns the information contained in th®IR to the processor in accor-
dance with the SysAD initialization protocol for R10K/R12K. TH@NR
resides on the CPU board so thatetént clock speed processors will be
able to communicate that to the CRIME ASIC which resides on the sys-
tem board.

1.2.1.2 For VICE (Video Imaging and Compression Engine)

CRIME implementsensions to the SysADus protocol to alle block
transfers of data between VICE and CRIME utilizing the SysA®dnd
a few additional control lines.

This protocol &tends the outstanding reads além by VICE to be a
maximum of eight (8). Burst block writes of up to eight (8) are also sup-
ported.

The memory reference patterns of VICE when performing imaging and
compression algorithms are supported by this protocol tov &ifiicient
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“rectangle carving” of small blocks from tr image blocks stored in
System Memory

For more information about the VICE processor refer toAl@E Design
Specification 099-0123-003 [12]

For more information about the changes to VICE to create VICE 1.5 thjat
operates with CRIME 1.5 and an R10K/R12K processor on the SysA
bus refer to th&ICE 1.5 Design Specification 099-088.x TBA [14]

1.2.2 Memory Controller Functions

CRIME directly controls the Main Memaryhe Main Memory is a 288-

bit wide interlesed memory subsystem. The subsystem consists of up to
8 DIMM (Dual-in-line Memory Module) banks. Each DIMM bank con-
sists of tvo identical 144-bit SDRAM-based DIMMs. The DIMMsusa
on-board control/addressgisters and a PLL clock dher.

The maximum memory configuration in a CRIME basedkstation is
256 MBytes utilizing 16Mg SDRAM chips and 1 GByte using 64lyle
SDRAM chips.

The memory controller acts as the central arbiter for the only memory in
the workstation. It implements a An algorithm thateg up to 1/2 of all
available system memory bandwidth to the GBE so that the graphics dis-
play refresh rate is maintained from system memory is furttpaieed

in the Memory Intedce Unit ChapteiSeesection 6.2.3.2 on page d2 |
Chapter 6.

1.2.3 Traffic Routing

CRIME has four data ports. Thare: SysAD Bus, Memory Data Bus,
CMI bus (CRIME MACE Interconnect) and CGlb (CRIME GBE In-
terconnect). &r the list belav 10 includes both the CMI and CGliges.

The request streams\ilong between these data ports are:

1. Processor to Memory Read
Processor to Memory Write
Processor to 10 Read
Processor to 10 Write
Processor to VICE Read
Processor to VICE Write

o gk wh
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7. VICE to Memory Read
8. VICE to Memory Write
9. 10 to Memory Read
10. 10 to Memory Write
11. Processor to CRIME Internal Registers Read
12. Processor to CRIME Internal Registers Write
13. CRIME to Processors Interrupt Requests
14. 10 to CRIME register writes for Interrupt Posting

Some of the above requests have responses to complete the transactions.
The responses go the opposite direction.

CRIME has FIFOs and buffers to buffer these requests so that the Memo-
ry does not have to be locked out based on the ownership on the SysAD
Bus or 10 Buses. This maximizes the memory throughput.

Both SysAD Bus and the 10 Buses are split-transaction buses.

1.3 Major Functional Units

The functions of the CRIME chip can be grouped into four major func-
tional units, the Processor Interface Unit (PIU) comprised of the Unix
Processor Interface and VICE Processor | nterface sub-units, the 10 Inter-
face Unit (I0U) comprised of the CRIME MACE Interface and the
CRIME GBE Interface sub-units, the Memory Interface Unit (MI1U) and
the Rendering Engine (RE).

The Processor Interface Unit can access all other Units. The Rendering
Engine, VICE, GBE and MACE are restricted to communication with the
MIU. As slaves, they respond to Unix processor PIO vi the PIU.

The exception to this would be a peer-to-peer transfer between a pair of
clients on the PCI bus. Refer to Chapter 3 for the address map of the O2
workstation architecture.

This relationship is shown in Figure 1-2.

The PIU isoperated at CPU_Clk rate, which has a maximum frequency
of 100 MHz. The MIU, 10U and RE are operated at SysClk rate, which
has a maximum frequency of 66.7 MHz. There isasmall portion of the
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MIU and IOU that communicate with their respeetecternal interbces
that operate at SysClk2X so as to consgws on the ASIC.

Data is passed among these four functional units througimecha-

nisms. fer transfers to/from memarthe PIU, RE and IOU each nmak
requests of the MIU. The MIU acts as the arbiter and grants requests. The
requestor is then switched into the memory path for the duration of the
request which is limited to one 32 byte system memanngwAdditional
requests from the same client are honored based onédebfxdwidth
allocated to each requestor or lack of a competing requesymtlzr
requestar

For 1/0 actvity, the PIU alvays initiates the request. Read requests are
split transaction similar to the SysAD so that the interconnect can be used
for other data transfers whileaiting for the read response.
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Figure 1-2 CRIME Internal Block Diagram
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1.4 Key Features

CRIME's key features are as folles.

a. Uniprocessor R10K or R12K system support

VICE SysAD protocol etensions support

SDRAM memory subsystem control

Rendering Engine on-chip

CRIME MACE Interfice

CRIME GBE Interace

3.3 Wit core and 10 wffers

IO buffer includes MTTL, LVCMOS, PECL and HSTL logic e
els

I. PackageTBD (was 584) TBGA

j. Technology: VLSI standard cell; 0.35 micronwragate length.
k. Power dissipationTBD Watts

S@ -0 o000
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1.5 References

[1] G2 Architecture IssuesV0.3, by Mike Nielsen, 9/23/93.
Network path:
/hosts/vain/vaultl/d1/moosehead/subsystem/doc/architecture.sc

[2] Moosehead Systemahitecture, by M. Nielsen, 7/20/94.
Network path:
/hosts/vain/vaultl/d1/moosehead/subsystem/doc/archSlide.sc

[3] Silicon Graphics Syraronous DRAM DIMMVO0.7, by M. Nielsen,
12/15/95.
Network path:
/hosts/vain/vaultl/d1/moosehead/subsystem/memory/sdsimm/doc/
dimm.sc

[4] 16-bit to 32-bit Rgisteled Bus Exicanger with Byte Masks
SN74ALVC16280, by &as Instrument / M. Nielsen, R€ 8/12/94.
Network path:
/hosts/vain/vaultl/d1/moosehead/subsystem/memory/alvc16280/
doc/alvc16280.sc

[5] MIPS R10000 Miaprocessor Uses Manual, ¥rsion 2.0,1996.
Network path:
http://wwwt5.mti.sgi.com/tShome.html
Look for “R10K User Manual”

[6] Moosehead CRIME/IO Inteonnect V0.3, by M. Nielsen, 10/17/94.
Network path:
/hosts/vain/vaultl/d1/moosehead/subsystem/perf/cii.sc

[7] Moosehead CldcDistribution, V0.1, by M. Nielsen, 10/28/93.
Network path:
/hosts/vain/vaultl/d1/moosehead/subsystem/doc/clkDist.sc

[8] Moosehead Interrupt System0.0, by M. Nielsen, 7/6/94,
Network path:
/hosts/vain/vaultl/d1/moosehead/subsystem/doc/interrupts.sc

[9] Moosehead Adess Space/0.4, by M. Nielsen, 6/19/95,
Network path:
/hosts/vain/vaultl/d1/moosehead/subsystem/doc/addressSpace.sc
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[10] GBE ASIC specification for R4..1, by Rob Liston, Stee Ahlgrim,
Mike Nielsen & Kamran Izadi, 7/16/96
Network path:
/hosts/vain/vaultl/d1/moosehead/subsystem/gbe/doc/gbespec.fm
(FRAME)
or
/hosts/vain/vaultl/d1/moosehead/subsystem/gbe/doc/gbespec.ps
(PostScript)

[11] MACE 1I/O ASIC SpecificatiQrChip Reision 2.0, by Bill Dunham
et. al., May 31, 1996
Network path:
/hosts/vain/vaultl/d1/moosehead/subsystem/mace/doc/mace2.0/
spec.book (FRAME)
or
/hosts/vain/vaultl/d1/moosehead/subsystem/mace/doc/mace2.0/
spec.ps (PostScript)

[12] VICE Design Specification 099-0123-08&rsion 1.0, by Michael
Fuccio et.al., 4/17/97
Network path:
/hosts/vain/vaultl/d1/moosehead/subsystem/vice/doc/chip_spec/
vice.book (FRAME 5)
or
/hosts/vain/vaultl/d1/moosehead/subsystem/vice/doc/chip_spec/
vice.ps (PostScript)

[13] Moosehead R10000eknel Softwae, Version 0.92, by \iliam J.
Earl, 5/12/97
Network path:
http://fir.esd.sgi.com/~wje/Miscellaneous/mh-r10000-speculation.ht-
mi

[14] VICE 1.5 Design Specification 099-084B01, Version 0.x, by
Ephrem Wi et.al., 5/15/97(Mainly Chapter 3 changed from [12]
above.

Network path:
/hosts/nany/d2/doc/vicel_5/ch3_sysintfc (FRAME 5)
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CHAPTER 2 Device Interfice
Description

The pins of the CRIME chip arewtiled into the follaving groups: Clock
Pins, Host Intedce Pins, \¢e Interbice Pins, Memory Inteate Pins,
CMI (CRIME-MACE Interaice) Pins, CGI (CRIME-GBE Intexte)
Pins, Initialization Pins, Miscellaneous Functional Pins aast Pins.

Pin names with trailing “_n” are acé low signals. Otherwise, theare
active high signals.

NOTE check NEC data book against original CRIME buffer types
listed at: /hosts/wain/vaultl/d1/moosehead/subsystem/crime/doc/
crime628.padsto seeif all output buffersare LVCMOSor LVTTL.
Also double check SysClk1X and SysClk2X for input type LVCMOS
or LVTTL. Assumed all non-SysAD inputsareLVTTL.

PROPRIETARY and CONFIDENTIAL 6/2/97
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2.1 Summary of CRIME Pins
Table 2-1 CRIME Pin Descriptions
Output | Logic

Pin Name Type | Description Drive Level

CPU_SysAD(63:0) I/O 64-bit Multiplexed Address/Dataus. Bidirectional sig- | 8 mA HSTL
nals used to communicate with the Unix Processor and 1A
the VICE chip. Cycles on the SysAD which contain a
valid address are calledidress cycles. Cycles on the
SysAD which contain alid data are calledata cycles.

For R10K/R12K \alidity is identified by CPU_Sys¥ n.

CPU_SysADC(7:0) I/O NOT SUPPRED ON CRIME. Te Processor connec-

NOT SUPPORTED tions to Pullups.

CPU_SysCmd(11:0) I/O 12-bit command bis. The SysCmdus identifies the con{ 8 mA HSTL
tents of the SysADus during ap cycle in which it is 1A
valid. SysCmd(11) is used to indicate whether the curtent
cycle is an addresgcle [SysCmd11)=0] or a datgale
[SysCmd11)=1].

For R10K/R12K connect CRIME CPU_SysCmd(11:0) to
processor SysCmd(11:0).

CPU_SysCmdP I/O 1-bit SysCMD parity check for the SysCmisb 8 mA HSTL

1A
For R10K/R12K odd parity?

CPU_CIk, CPU_Clk_n]| I Differential Input System Clock for SysAi$ Synchro- PECL
nization.

R10K/R12K diferential clock input.

CPU_WrRdy n @] External agent ready to accept avnerite. 8 mA HSTL

1A

CPU_Sys¥l_n I/O Data from Unix processor islid. The Unix processor | 8 mA HSTL
and CRIME each dre this signal asus avnership per- 1A
mits.

SysResp(3,2,0) 0] System Response (R10K/R12K) SysResp(4,1) can be 8 mA HSTL
pulled up on the CPU Board and connected to the prgces- 1A
sor as only 4 outstanding read requests are used in a|sin-
gle processor R10K/R12K configuration.

CPU_SysRespl_n @] System Responsealid(R10K/R12K) 8 mA HSTL

1A
PROPRIETARY and CONFIDENTIAL 6/2/97

SiliconGraphics
Computer Systems



CRIME 1.5 SPEC Summary of CRIME Pins Page 2-3

Table 2-1 CRIME Pin Descriptions

Output | Logic
Pin Name Type | Description Drive Level

CPU_SysRespP @] System ResponseaRty (R10K/R12K) 8 mA HSTL
1A

CPU_SysRel_n I/O System Release (R10K/R12K) 8 mA HSTL
1A

For R10K/R12K this pin is connected to processor Sys
Rel*

1°4
1

CPU_SysReq_n I System Request (R10K/R12K) HSTL

For R10K/R12K this pin is connected to processor Sys- 1A

Reqg*

CPU_SysGnt_n @] System Grant(R10K/R12K) 8 mA HSTL

For R10K/R12K this pin is connected to processor Sys- 1A

Gnt*

CPU_SysCorErr_n I CPU correctable error 8 mA HSTL

R10K/R12K corrected an error on an internal datapath 1A

most likely a cache. Used by CRIME to set an interrupt to
allow for quality checking of R10K/R12K processors
while in factory test and during normal Unix system oper-
ation.

ViceWrRdy_n I Vice Write Readylnput to CRIME from \te. CRIME LVTTL
uses this to assert CPU_SysWrRdy n back to the proces-
sor to flav control writes on the SysADuUB to VICE. Itis
registered in CRIME and then logically “ored” with
CRIME's internal CPU_SysWrRdy_n generation cir-
cuitry.

ViceValidOut_n I Vice Valid Out. Indicates data from VICE iahd. VICE LVTTL
drives this signal which is monitored by Crime. All VICE
address and datgaes to CRIME dre this signal acte.

ViceVvalidin_n @] Vice Valid In. Indicates data from CRIME intended for| 8 mA LVTTL
VICE is valid. CRIME asserts this signal during read
response dataycles for VICE.

ViceSysRqgst_n I VICE System Bus Request. VICE request to use SysAD LVTTL
bus. VICE drves this signal which is monitored by
Crime. Ary VICE initiated address or datgate must be
preceded byus avnership. CRIME will request the
SysAD hus from the Unix processor when VICE asserts
ViceSysRqst_n. VICE will de-assert this signal in the
cycle after it receies \iceSysGnt_n.
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Table 2-1 CRIME Pin Descriptions
Output | Logic

Pin Name Type | Description Drive Level
ViceSysGnt_n @] VICE System Bus Grant. CRIME drivesthissignal when | 8 mA LVTTL

the Unix processor has Released the SysAD busto

CRIME astheresult of aViceSysRqgst_n assertion.

CRIME will assert thissignal for one CPU_Sclk cycle

when granting the SysAD busto VICE.
ViceRelease n I VICE releases SysAD bus. VICE drivesthis signa which LVTTL

ismonitored by CRIME. VICE will assert thissignal for

one CPU_Clk cyclewhen releasing the SysAD bus. VICE

will perform SysAD transactions for up to 8 pipelined

block transfers before releasing the SysAD bus.
VICE_Int_n I VICE drives this signal which is monitored by the LVTTL

CRIME chip. Thisisalevel sensitive interrupt signal that

isacollection of interrupts from devices internal to the

VICE chip.
MEM_ADDR(13:0) 0 Memory address for SDRAM 8 mA LVTTL
MEM_DATA(127:0) 1/0 Memory datafor SDRAM 8 mA LVTTL
MEM_DIR 0 Memory data bus direction control 8 mA LVTTL
MEM_MASK(15:0) 0 Memory write mask (per byte) 8 mA LVTTL
MEM_CS0_N(1:0) 0 Memory Chip Select Bank 0 8 mA LVTTL
MEM_CS1_N(1:0) 0 Memory Chip Select Bank 1 8 mA LVTTL
MEM_CS2_N(1:0) 0 Memory Chip Select Bank 2 8 mA LVTTL
MEM_CAS N 0 Memory Column Address Strobe 8 mA LVTTL
MEM_RAS N 0 Memory Row Address Strobe 8 mA LVTTL
MEM_ECCMASK(1:0 | O Memory ECC Mask 8 mA LVTTL
)
MEM_ECC(15:0) 1/0 Memory Error Correction Code Field 8 mA LVTTL
MEM_CLKE 0 Memory Clock Enable 8 mA LVTTL
MEM_WE N 0 Memory Write Enable 8 mA LVTTL
GBE_DATA(63:0) 1/0 Muxed Address’Cmd & Data Bus CRIME <-> GBE 8 mA LVTTL
GBE_TOKEN_IN I GBE send token to CRIME or ask for bus LVTTL
GBE_TOKEN_OUT 0 CRIME send token to GBE or ask for bus 8 mA LVTTL
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Table 2-1 CRIME Pin Descriptions
Output | Logic
Pin Name Type | Description Drive Level
MACE_DATA(31:0) 1/0 Muxed Address’Cmd & Data Bus CRIME <-> MACE 8 mA LVTTL
MACE_TOKEN_IN I MACE send token to CRIME or ask for bus LVTTL
MACE_TOKEN_OUT | 0 CRIME send token to MACE or ask for bus 8mA LVTTL
MACE_WRITE_ACK | O CRIME sends write acknowledge to MACE 8 mA LVTTL
MACE_PIO_WR_AC I MACE sends PO write acknowledge to CRIME LVTTL
K
MODE_CLK @] CRIME drives clock to seriadl ROM for MODE hit initial- | 2 mA LVTTL
ization of R10K/R12K processor.
MODE_DIN I CRIME receives data from serial ROM for MODE bit ini- LVTTL
tialization of R10K/R12K processor.
CPU_SysRes n @] Reset to R10K/R12K processor 4 mA LVTTL
DCOK O Power Stable indication to R10K/R12K processor 4mA LVTTL
Reset Cond /10 Conditioned Reset 4 mA LVTTL
Shorten_Reset 1/0 Shorten Reset?? What value 4 mA LVTTL
Big_Endian I 1=CRIME/ CPU protocol isbig endian LVTTL
0=CRIME/ CPU protocal islittle endian
Note: Since CRIME now getsthe Big Endian informa-
tion aspart of the R10K/R12K mode stream that
CRIME readsfrom the Serial ROM, Thispin could be
eliminated.
TCLK I Input for Boundary Scan Clock. Selected per JTAG 1149 LVTTL
controller mode.
TDI I Data Input Pin for Boundary Scan Test. LVTTL
T™MS I Test Mode Select - Boundary Scan Tap Controller LVTTL
TRST I Test Mode Reset - Boundary Scan Tap Controller LVTTL
TDO @] Test Data Out - Boundary Scan Chain 8 mA LVTTL
I0_OFF_N | 1 - Ouputs Active LVTTL
0 - Outputs 3-State
Thissignal can be asserted asynchronoudly.
ROscln I Ring Oscillator Input (NEC Process/Parametric Test?) LVTTL
6/2/97 PROPRIETARY and CONFIDENTIAL SiliconGraphics
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Table 2-1 CRIME Pin Descriptions
Output | Logic
Pin Name Type | Description Drive Level
ROscOutl @] Ring Oscillator Output 1 (NEC ProcesarBmetric €st?)| 8 mA LVTTL
ROscOut2 0] Ring Oscillator Output 2 (NEC ProcesafBmetric €st?)| 8 mA LVTTL
SYS_CLK1X I System 1X Input Clock - Nominally 66.67 MHz LVC-
MOS?
SYS_CLK2X I System 2X Input Clock - Nominally 133 MHz LVC-
MOS?
Sys PLL_AGND GND | Analog Phase Lock Loop Ground
Sys_PLL_APWR PWR | Analog Phase Lock Loop Rer
Sys PLL_BYRSS I 1- Bypass Internal Phase Lock Loop LVTTL
0- Use Internal Phase Lock Loop - Normal System Can-
fig.
SysDIV20 @) Phase Lock Loop Clock Signal / 2 Output fasTPur- 2 mA LVTTL
poses
Sys_PLL_REF 0] Phase Lock Loop Reference Signal Output ®stPur- | 2 mA LVTTL
poses
Sys PLL_FB @] Phase Lock Loop Clock Signal Output fast Purposes| 2 mA LVTTL
Sys PLL_EN I Phase Lock Loop enabled. LVTTL
CPU_PLL_AGND GND | Analog Phase Lock Loop Ground
CPU_PLL_APWR PWR | Analog Phase Lock Loop Rer
CPU_PLL_BYRASS I 1- Bypass Internal Phase Lock Loop LVTTL
0- Use Internal Phase Lock Loop - Normal System Can-
fig.
CPUDIV20 0] Phase Lock Loop Clock Signal / 2 Output fesTPur- 2 mA LVTTL
poses
CPU_PLL_REF 0] Phase Lock Loop Reference Signal Output festPur- | 2 mA LVTTL
poses
CPU_PLL_FB @] Phase Lock Loop Clock Signal Output fast Purposes| 2 mA LVTTL
CPU_PLL_EN I Phase Lock Loop enabled. LVTTL
VcQSys I VCC for the System Inteste Output Driers
VrefSys I Voltage reference for the System inded input receers
PROPRIETARY and CONFIDENTIAL 6/2/97
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Table 2-1 CRIME Pin Descriptions
Output | Logic
Pin Name Type | Description Drive Level
HSTL_IEN I Input enable pin for HSTL inputs requested by NEC
(foundry for the part). i€ to VDD in System for normal
operation.
VDDI PWR | ?? Pins Core +3.3V Re&r (24 more pad connections
from die to package internal)
VDDE PWR | ?? Pins I/0O +3.3V Reer
VSSI GND | ?? Pins Core Ground (28 more pad connections from|die
to package internal)
VSSE GND | ?? Pins I/0O Ground (88 more pad connections from dig to
package internal)
VSS_PKG GND | ?? Ground connections to TBGA internal Ground Plane.
2.2 Clock Pins
2.2.1 CPU_Clk, CPU CLK n
Complementary system clock signals.fBiéntial Lav Voltage (3.3v)
PECL Input.
When the CRIME chip is used in a R10K/R12K system, SysClk is the
clock reference for the R10K/R12K processbe CRIME chip and the
VICE chip. A possible clock distrittion scheme in a R10K/R12K sys-
tem is shwn in the follaving figure.
In the figure, it is shan that the SysClk is generated from a clock source,
typically a crystal oscillatofThe clock source isuffered through an out-
put-matched clock drer. This clock dwer isnot PLL-based to reduce
clock-jitter related uncertaintyrhe clock dwer should hee 3 pairs of
the outputs. One output pair connects to CRIWEPU_CIk input pins.
One output pair to the R10K/R12K SysClk input pins and the final pair to
the VICE Sclock input pins.
6/2/97

PROPRIETARY and CONFIDENTIAL ﬁ% SiliconGraphics

Computer Systems



CRIME 1.5 SPEC Device Interface Description Page 2-8
Processor Clock Driver )
» SysClkProc, SysClkProc_n
Clk Src 2
» SClock_VICE, SClock VICE n
SysClk
OSC. - 4|>
2
= CPU_CIkCRIME, CPU_CIkCRIME n
Figure 2-1 SysClIk Distribution

222

CPU_Clk and CPU_Clk_ninput pinsto CRIME are used asthe reference
for the on-chip PLL-based clock driver, which drives the internal clock
distribution network, which is used to control the circuitry in the PIU.

The differential inputs drive a differential input buffer, which shifts the
logic level to the internal LVCMOS level. The buffered signal is used as
the reference to the on-chip PLL clock driver.

SysClk2X, SysCIk1X

These are the two System Clock inputsto CRIME. They are nominally
133 and 66.67 MHz respectively.

The 1X clock isfor al interna CRIME processing that includes the Ren-
dering Engine, the Memory Interface Unit and the System Clock Domain
side of the Processor Interface Unit (PIU).

The 2X clock isfor interconnects to the Memory at a 2X frequency data
rate in order to save pins on CRIME. The same technique is used for the
GBE and MACE interconnect.

The SysClk2X is reconstructed on-chip with a phase lock loop. An on-
chip SysClk1X isalso derived from this phase lock loop. The SysClk1X
input pinis used to produce the correct phase relationship between the
on-chip PLL derived SysClk1X with SysClk1X of other chipsin the sys-
tem.

é% SiliconGraphics
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Note that there is no relationship between the SysClk1X 66.67 MHz
clock in CRIME and the e VCLOCK signal. The CRIME <-> VICE
interconnect is all synchronized to the CPU_CLK, CPU_CLK_n domain.

2.3 Processor Interface Pins

Processor inteaice pins hee HSTL interfce logic lgel. HSTL mode
will be used with R10K/R12K processors.
The processor intaate pins are named so yhmatch the pin names of
the R10K/R12K processofhe e&ception to this is that “ _n” is used in
this document and in theTR description of CRIME to indicate an adi
low signal pin. The R10K/R12K documentation uses the “*” character or
sometimes “b” to indicate an aeilow signal.
The functions of the pins for use in a R10K/R12K system are described
below.

2.3.1 CPU_SysCmd(11:0)
System commandus. HSTL Bidirectional.
See [5]MIPS R10000 Miaprocessor Uses Manual, ¥rsion 2.0,1996.
for a detailed description of the encoding types.
According to the abee document, the SysCmd encodirgigs depend-
ing on the request and response types.

2.3.2 CPU_SysCmdPar
System commandus parity HSTL Bidirectional. Odd parity for the
Sys cmd(11:0) is.
The CRIME chip akays checks odd parjtgs specified for the R10K/
R12K processoit will produce odd parity when generating SysCmd
codes.

2.3.3 CPU_SysAD(63:0)

System address/datas HSTL Bidirectional.

See [5]MIPS R10000 Miaprocessor Uses Manual, ¥rsion 2.0,1996.
for a detailed description.

6/2/97
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2.3.4 CPU_SysAD_Chk(7:0)
System address/data chealsbHSTL Bidirectional.
SysAD_Chk lis is used to transfer ECC codes in R10K/R12K systems.

CRIME will not perform ECC checking on transactions from the R10K/
R12K or VICE.

CRIME will not provide ECC check bits on transactions to the R10K/
R12K or VICE.

These pins should be pulled up on the R10K/R12K processor usieg lar
value resistors.

2.35 CPU _Sysval n
System bis (SysAD and SysCmdald. HSTL Bidirectional.
SeeSystem Design Using Tér detailed description.

In a R4K system, this signal is an input. It is used to connealtdQut*
pin on R4K.

2.3.6 CPU_SysRdRdy n
System read readiSTL Output.

See [5]MIPS R10000 Mi@processor Uses Manual, ¥rsion 2.0,1996.
for a detailed description.

Not implemented in CRIME, as the input command queue in CRIME
will always be able to accept four outstanding reads from the R10K/
R12K processoreven when the CRIME input writeulfer is full.

2.3.7 CPU_SysWrRdy n
System write readyHSTL Output.

See [5]MIPS R10000 Miaprocessor Uses Manual, ¥rsion 2.0,1996.
for a detailed description.

This signal is ngated when the internal resources in the CRIME chip are
insufficient to accept more write requests from proceSduere are a fe
such resourceswolved in determining when this signal should bgate

ed.

2.3.8 CPU_SysReq_n
System bis requests. HSTL Input.

PROPRIETARY and CONFIDENTIAL 6/2/97
é% SiliconGraphics

Computer Systems



CRIME 1.5 SPEC Processor Interface Pins Page 2-11

Asserted by the R10K/R12K processor to requestenship of the
SysAD lus.

See [5]MIPS R10000 Mimprocessor Uses Manual, ¥rsion 2.0,1996.
for a detailed description.

2.3.9 CPU_SysGnt_n
System bis grants. HSTL Output.

The grant signal is used with the corresponding request signal to form a
pair of handshaksignals between the CRIME and the R10K/R12K pro-
cessorSee [5MIPS R10000 Miaprocessor Uses Manual, ¥rsion
2.0,1996for a detailed description.

This signal is also used to load the R10K/R12K processtode Rgis-
ter during initialization. See the Chapter 8 for details.

2.3.10 CPU_SysReé n
System bis release. HSTL Bidirectional.

See [5]MIPS R10000 Miaprocessor Uses Manual, ¥rsion 2.0,1996.
for a detailed description.

2.3.11 CPU_SysState(2:0), CPU_SysStatePar,
CPU_SysStateval n

These signals are not implemented in the single processor R10K/R12K
CRIME design.

2.3.12 CPU_SysResp(4:0)
System responsaib. HSTL Output.

CRIME drives response indications through this o the R10K/R12K
processar

See [5]MIPS R10000 Mi@processor Uses Manual, ¥rsion 2.0,1996.
for a detailed description.

CRIME only implements CPU_SysResp(3,2,0). CPU_SysResp(4,1) will
be connected to the R10K/R12K as a pullup resistor

2.3.13 CPU_SysRespPar
System responseaub parity HSTL Output.
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Odd parity for the SysResp(4:Q)$ See [SMIPS R10000 Mia@proces-
sor Users Manual, ¥rsion 2.0,1996for a detailed description.

2.3.14 CPU_SysRespVal_n
System responseaib \alid. HSTL Output.

CRIME asserts this signal when there aabkdvinformation on the
CPU_SysResp(4:0)us.

2.3.15 CPU_SysCorErr_n
System Correctable ErtddSTL Input.

The assertion of the signals indicates the R10K/R12K corrected a single
bit ECC error on i8 internal data path mostdily due to a cache bit er-
ror.

2.3.16 CPU_SysVref
Voltage reference for the SysAD int&cE. Analog Input.

This is the referenceoltage for HSTL inteidce.

2.4 Memory Interface Pins

Memory interace pins hee LVTTL interface logic lgels. The are de-
scribed in the table ale. For more information on the Memory Inter-
face Unit, refer to Chapter 6.

2.5 CRIME GBE Interface Pins

The CGI (CRIME GBE Intedce) is described in detail in Chapter 4

2.6 CRIME MACE Interface Pins

The CMI (CRIME MACE Interface) is described in detail in Chapter 4
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2.7 Initialization Pins

The CRIME chip supports the initialization sequences for the R10K/
R12K processoramily. The R10K/R12K processor hasaweset pins:
VCCOK and SysReset*.

CRIME supports the mode bit loading for the R10K/R12K processor

The CRIME chip supports the Wer-on reset and Cold Reset sequences
for the R10K/R12K processor The details of the Reset Sequences are de-
scribed in the Chapter 83ystem Initialization and Reset.”
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2.7.1 Pin Assignments

This table should be updated to eflect the mapping of signal names
to physical Ball Grid Array alpha-numeric designations br the
package chosendr CRIME 1.5

Thefollowing table providesthe physical pin to signal name assignments
sorted by the TGBA pin number.

Table 2-2 584 BGA Pin Assignments - Pin Order

Pin # Signal Pin # Signal Pin # Signal
A01 A02 A03

AO4 A0S A06

A07 A0S A09

A10 A1l A12

A13 Al4 A15

A16 A17 A18

A19 A20 A21

A22 A23 A24

A25 A26 A27

A28 A29
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The following table provides the physical pin to signal name assignments
sorted by the Signal Name from the CRIME VHDL Data Base.

Example shown. Could be updated to show CRIME 1.1 for now.

Table 2-3 Signal Name - Pin Assignment
Signal Name TBGA Pin # Die Pad #
PLL_AG (Example) L22 316
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2.7.2 Test Modes
Describe JTAG mode here.
Table 2-4 JTAG Clock Test Modes
All Other
VICE Function SysAD Flops Vice Flops
2.7.3 Schematic Icon
PROPRIETARY and CONFIDENTIAL 6/2/97
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2.7.4 Physical Packaging Diagram

584 Lead &b Ball Grid Array package from NEOpdate this drawing
to show correct packageProbably just fill in some of the empty ball
locations on the inner perimeter

TOP VIEW

37.50

37.50

0272 + o.???4>‘ }47

?2.2? +02?

0.2? #- 0.2?

BOTTOM VIEW

Refer toNEC Rackaging Draing for Co-planar specifications.

All Units in mm

AH AF AD AB Y V T P M K H F D B
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0000000 ooooo0o0o0 |16
oco0o0o0o00 ocoooo0o |15
oco0o0o0o000 ooooo0oo |14
000000 oooooo (13
0co0o00000 oooo0o000 |12
oco0o0o0o00 ocoooo0o0 (11
0co0o00000 oooo0oo0o00 |10
000000 ©co0o0000 9
0co0o00000 0oo0o0o0000 8
000000 O O O O O O O O 000000 7
0O0000000000000000000000000000 6
00000000000000000000000000000O 5
00000000000000000000000000000O 4
0O0000000000000000000000000000 3
00000000000000000000000000000O 2
00000000000000000000000000000O 1
11 4 o
—P I<7 127 Orientationj
Mark
0.?? #- 0.0??

Figure 2-2

584 Lead Tab Ball Grid Array
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2.7.5 Physical Package Markings

Package Markings for the CRIME 1.5 chip

4 N

SGI © 97 CRIME 1.5
099-0xxx-001

- /

Figure 2-3 Package Markings

2.7.6 Bonding Diagram

Refer toTable3, “Signhal Name - Pin Assignméehbn pagelb
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CHAPTER 3

31

Internal R@gisters

System Address M ap

311

This information is ta&n from the documemMoosehead Adéss Space
[9]. Refer to Chapter 1 for the location of this reference.

This section describes the systenelegartitioning of the Moosehead
Address Space from the perspeetdf the arious possible transaction
initiators. The address space is only described to the resolution of an
ASIC or option module. & further details of the \wer level register and
memory address assignments refer to the detailed ASIC or option module
specifications. SeBBE ASIC specification for R4.1 [10], MACE 1/O

ASIC Specification [11VICE Design Specification 099-0123-003 [12]
referenced at the end of Chapter ar the CRIME rgisters, reference

this document.

Overview

The possible initiators of transactions are the: CPU, VICE, CRIME ren-
dering engine; GBE; MBE audio, video, and Ethernet DMA engines;
Super I/O parallel and serial DMA engines; PCI SCSI iatex$, and PCI

%% SiliconGraphics
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option slots. The CPU can access any and all memory or 1/0 devices,
whereas other initiators are restricted to accessing only system memory.
The one exception is PCI options that can perform local transactions be-

tween option slots.

The following block diagram shows the key subsystems with respect to

the address space partitioning described in this document.

Figure 3-1

Moosehead Address Clients

CPU

Memory

VICE

CRIME

MACE

S.1/0

GBE

ROM

SCSI

SCSI

PCI

PCI

B

SiliconGraphics
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3.1.2 CPU Address Space

The CPU implements a 40-bitysical address space that alodirect

access to all the base system resources as well as direct access to the PCI
32-bit memory space and PCI 32-bit I/O space. In order to &fle op-

erating system to f€iently access the base system I/O resourceg, the

are all mapped to the CRRKSEG1 rgion. In addition, the first 32

MBytes of the PCI memory and 1/O spaces are aliased into the KSEG1
region so that in typical configurations all PCI resources may also be ac-
cessed via KSEGL. The full 32-bit PCI I/O and memory spaces may be
accessedut via translation bffer entries.

For system memoryhe full LGByte memory space is directly accessible
to the CPU, bt the first 256 MBytes are aliased to KSEGO so that operat-
ing system structures may be mapped without using TLB entoesc-T
cess the full :GByte memory configuration, translatioffieb entries are
required. In addition, the high 512MBytes of memory is aliased into the
upper 512MBytes of the first 1GByte of address space. Thissatlee

option of more compact page tables by accessing tisreather than

the 1.5GByte to 2GByte address range. vegiptysical memory loca-

tion must only be accessed at either thedeemory alias, the high mem-
ory alias, or the full memory gé&on. The three choices cannot be
intermixed or uncoherent aliases will result in the caches. The frame
buffer and depth tifer regions allav linear address space access to the
current 2Kx2Kx32-bit frame udffer and depth lffer mapped by the

CRIME rendering engine. In addition, there is a 1GByte no-ECC alias for
memory that allers the CPU to accessyalocation of plysical memory
without ECC checking or correction. This alt®the CPU to read thewa
contents of memory during ECC error fixup routines without disabling
the ECC logic in the memory controller for other DMA transactions, or
directly reading memory written by the CRIME rendering engine without
generating ECC errors. Note that for references to the no-ECC alias, only
checking and correction is suppressed; ECC is still generated for write
transactions, and partial (sub-dowtded) writes still generate read-mod-
ify-write memory transactions.

After the CPU interice in CRIME performs a firstvel decode and for-
wards the transaction to the appropriate subsystem, each of the CRIME,
GBE, MACE, and VICE ASICs is responsible for further decode within
their assigned master/luffer regions.

6/2/97 PROPRIETARY and CONFIDENTIAL ﬁ% SiliconGraphics
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Table 3-1: CPU Address Space

Start Address Size Function Re?psclg ding

0x10 0000 0000 960 GB| Resered -

0x03 0000 0000 52 GB | Resered -

0x02 0000 0000 4 GB | PCI Memory MACE
0x01 0000 0000 4GB | PCII/O MACE
0x00 C000 0000 1 GB | Resered -

0x00 8000 0000 1 GB | No-ECC Memory CRIME
0x00 4000 0000 1 GB | Memory CRIME
0x00 2000 0000 512 MB | Hi Memory ?

0x00 1FCO 0000 4 MB | System ©M MACE
0x00 1F80 0000 4 MB | Super IO Rgisers MACE
0x00 1F40 0000 4 MB | A/V Registers MACE
0x00 1F00 0000 4 MB | IO Rgjisters MACE
0x00 1C40 0000 44 MB | Resered MACE
0x00 1C00 0000 4 MB | PCI Configuration MACE
0x00 1A00 0000 32 MB | PCI Lov Memory MACE
0x00 1800 0000 32 MB | PCI Low I/O MACE
0x00 1700 0000 16 MB | VICE Ragisters/RAM | VICE
0x00 1600 0000 16 MB | GBE Rajisters GBE
0x00 1400 0000 32 MB | CRIME Rayisters CRIME
0x00 1200 0000 32 MB | Depth Bufer CRIME
0x00 1000 0000 32 MB | Frame Buffer CRIME
0x00 0000 0000 256 MB | Low Memory CRIME

% SiliconGraphics
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3.1.3

VICE Address Space

VICE implements a 40-bit pisical address space as per the SYSAD pro-
tocol, havever, VICE is restricted to only accessing system memory
Note that this address decode range has béended from 36 bitswer

the CRIME1.1 implementation for R5K processors. |

VICE only needs to generate tha&lorder 32 bits of the pisical address
and zero the most significant eight bits. The diagramnbstaws the ad-
dress space for VICE DMA transactions. VICE must still decode the full
40-bit ptysical address space during CPU transactions and respond to
references to its 16 MByteg®n of address space as defined for the
CPU.

Table 3-2: VICE Address Space

Start Address Size Function ASIC .
Responding
0x10 0000 0000 960 GB | Resered -
0x00 C000 0000 61 GB| Resered -
0x00 8000 0000 1 GB | No-ECC Memory CRIME
0x00 4000 0000 1 GB | Memory CRIME
0x00 0000 0000 1 GB | Resered -
3.1.4 GBE Address Space
GBE implements a 32-bit gical address space on its interconnect to
CRIME, havever it is restricted to only accessing system memniding
diagram belw shavs the address space for GBE DMA transactions.
GBE must decode incoming transactions from the CPU (via CRIME) to
its internal rgisters and ifers.
Table 3-3: GBE Address Space
Start Address Size Function ASIC .
Responding

0x 8000 0000

2 GB | Resered -

6/2/97
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Table 3-3: GBE Address Space

Start Address Size Function AS C.
Responding
Ox 4000 0000 1GB | Memory CRIME
Ox 0000 0000 1GB | Reserved -

3.1.5 MACE Address Space

MACE implements a 32-bit physical address space on its interconnect to
CRIME, however it isrestricted to only accessing system memory. The
diagram below shows the address space for MACE DMA transactions
from internal or Super /O devices. MACE must decode incoming trans-
actionsfrom the CPU (viaCRIME) to itsinternal registers and buffers, or
forward them on to the PCI, Super 1/0, or ROM devices as appropriate.

Table 3-4: MACE Address Space

Start Address Size Function R&ep;ﬁlngi ng
0Ox C000 0000 1 GB | Reserved -
Ox 8000 0000 1GB | No-ECC Memory CRIME
Ox 4000 0000 1GB | Memory CRIME
Ox 0000 0000 1 GB | Reserved -

3.1.6 PCI I/O Address Space

PCIl supports a 32-bit 1/O address space. Thisis partitioned into alocal
region that corresponds to the PCI devices themselves and a memory re-
gion that allow access to system memory. PCI devices may also use the
local region for peer-to-peer transactions as the 10 ASIC does not re-
spond to I/O transactions from PCI devicesto the local region.

[%9 SiliconGraphics PROPRIETARY and CONFIDENTIAL 6/2/97
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There are tw aliases for system memeopne with natie endian ad-
dressing semantics and one withiaise endian addressing semantics.
For references to the neti endian memory gion, bytes are passed
through in the nate order of the memory systenorkeferences to the
reverse endian memorygm®n, sub-64-bit referencesveathe bytes
swapped to the kerse endianess of the memory system. Thisvallbe-
vice driers to program DMA to the geon that most closely matches the
endianess of the dee.

The diagram bele shavs the address space for PCI I/O transactions
from the SCSI dace or option slots. The 10 ASIC should not cache ref-
erences to system memory via 1/O space.

The SCSI deice and option slots must decode incoming I/O transactions
as per their configurationgister programming.ypically the PCI deic-

es hae their I/O space resources mapped to the first 32 MBytes of the lo-
cal space so the CPU can access them via KSEGL1.

Table 3-5: PCI 1/0 Address Space

Start Address Size Function ASIC :
Responding
Ox 8000 0000 2 GB | Local PCI I/O PCI BUS

0x 4000 0000

1 GB | Native Endian Memory CRIME

0x 0000 0000

1 GB | Reverse Endian Memory | CRIME

3.1.7 PCl Memory Address Space

PCI supports a 32-bit memory address space. This is partitioned into a lo-
cal region that corresponds to the PClbes themseks and a memory
region that allev access to system memoBCI deices may also use the
local region for peeito-peer transactions as the KB ASIC does not re-
spond to memory transactions from PCVides to the local ggon.
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There are tw aliases for system memeopne with natie endian ad-
dressing semantics and one withiaise endian addressing semantics.
For references to the neti endian memory gion, bytes are passed
through in the nate order of the memory systenorieferences to the
reverse endian memorygm®n, sub-64-bit referencesveathe bytes
swapped to the kerse endianess of the memory system. Thisvallbe-
vice drvers to program DMA to the geon that most closely matches the
endianess of the dee.

The diagram belo shavs the address space for PClI memory transactions
from the SCSI déce or option slots. The MBE ASIC should cache ref-
erences to system memory via memory space. There is nodrardey
hereny between CPU memory references and PClI memory space
references to the cache in the WA ASIC. Instead, déce drivers must
explicitly manage the coherepof MACE ASIC cached data via flush-
ing, invalidation, and temporal mutuat@uskvity of access to cached

DMA buffers.

The SCSI deice and option slots must decode incoming memory trans-
actions as per their configuratiorgigter programming.ypically the

PCI devices hae their memory space resources mapped to the first 32
MBytes of the local space so the CPU can access them via KSEGL1.

Table 3-6: PClI Memory Address Space

Start Address Size Function ASIC )
Responding
Ox 8000 0000 2 GB | Local PCI I/O PCI BUS

0x 4000 0000

1 GB | Native Endian Memory CRIME

Ox 0000 0000

1 GB | Reverse Endian Memory | CRIME

3.1.8 PCI configuration Space

Refer to theMIACE 1/0O ASIC Specification [1XEferenced in Chapter 1
for PCI configuration Space details.
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3.2

PIU Registers

3.3

Refer to Chapter 5 for the Processor Interface Register address offsets
and functions.

MIU Registers

3.4

Refer to Chapter 6 for the Memory Interface Unit Register address off-
sets and functions.

Rendering Engine Registers

Refer to Chapter 7 for the Rendering Engine Register address offsets and
functions.
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CHAPTER 4 Input OUtpUt Unit

This block is comprised of the CGI (CRIME GBE Interconnect) and the
CMI (CRIME MACE Interconnect).

For DMA requests generated by GBE or MACE chips, these blocks make
requests to the internal CRIME MIU to perform DMA writes and reads.

For PIO requests from the Processor Interface Unit, these blocks perform
writes and reads on the interconnect.

Interrupts from GBE or MACE are performed as transactions by GBE or
MACE.

4.1 Overview

The Moosehead CRIME/MACE Interconnect (CMI) supports 1/0O devic-
esintegrated into the MACE ASIC and PCI 1/O devices attached to the
MACE ASIC. CMI hasthe following key characteristics:

Multiplexed command, address, and data signals
64-bit logical bus width

Computer Systems
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1- to 8-byte mastd sub-block transfers
1- to 32-doubleord block transfers
Split read transactions

Routing tags in transfer headers
Interrupts posted via transactions

The fundamental 64-bit logicallb width is used to cesy command/ad-
dress fields as well as datao Jupport CPU access tayigters and wiff-

ers in the 1/0 daces, 1- to 8-byte sub-block transfers alllmad/store
transfers as supported by the MIPS instruction set. The sub-block trans-
fers also allav I/O devices to access memory at the bytele Howvever,

since the memory system implements ECC protection on a 64-bit basis,
sub-block DMA is 'ery ineficient and strongly discouraged. CMI sup-
ports 1- to 32-doubleord block transfers to alwefficient use of the
memory system with 32-doulVerd block transfers being mosfiefent.

Since there is\wer an ordepf-magnitude mismatch between the band-
width of a PCI lns and the memory system, and there are multiple inte-
grated 1/O deices internal to the 10 ASIC, Cll implements split read
transactions. This alles multiple outstanding memory read transactions
to be transferred to the memory controller while othefi¢ratich as
memory writes from other g&es and CPU accesses to I/Qide regis-
ters continue to use the 1/O interconnects.

Because of the split read transactions, as well as the disttibature of

the 1/0O adapters attached to the system ASIC and multiple processors
(primary CPU and VICE), it is necessary to route read response data back
to the appropriate source of the transaction. Thus the header of each
transfer contains routing tag information.

Because of the potentially & number of interrupt sources between the
audio, video, and PCI I/O subsystems, interrupts are posted via transac-
tions to central interrupt resources in the CRIME ASIC. Thisvalliin-

er grain assignment of the interrupt sources to the faaedinterrupt of

the MIPS CPU.

4.2 CRIME MACE Interconnect Data Flow

The Moosehead system 1/O asic contains a high speed link to the
CRIME asic. The intedce is a high speed queued message passing inter-
face that uses 64-bit wide data and contrmids. The CRIME Link in-
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terface controls all communication between MACE and CRIME. A high
level message path picture is shown on the following page:
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Figure 4-1 MACE - CRIME communication path
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GBE

DIMMs
256
26 SDMUX
128
CPU o * | CRIM o4
A
VICE 32
MACE
64
S. /0 | scsi
ROM | scsl
| pc
PCI

Figure 4-2

CRIME I/O Write Path
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DIMMs
256
26 SDMUX
128
64
CPU ; ig CRIME —~— GBE
A
VICE %
MACE
64
S. /0 — SCSI
ROM — SCSI
— PCI
— PCI
— @000 |
Figure 4-3 CRIME 1/O Read Path
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DIMMs
3
256
26 EDMUX
128
64 64
CPU CRIME GBE
VICE %
MACE
64
S.1/0 —1 SCSI
ROM —1 SCSI
— PCI
—"pCl
—1A
Figure 4-4 I/O Memory Block Write Path
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DIMMs
k i
256
6 _SDMUX
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64 64
CPU CRIME GBE
VICE %
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S.1/0 —— SCSI
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Figure 4-5 I/O Memory Sub-Block Write Path
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\_ADIMMS

256
%6 SDMUX
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64 64
CPU CRIME GBE
VICE %
MACE
64
S.1/0 1 SCSI
ROM 1 SCSI
—— PCI
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—A
Figure 4-6 I/O Memory Read Path
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DIMMs
256
26 SDMUX
128
64 64
CPU CRIME GBE
VICE %
MACE
64
S.1/0 — SCSI
ROM — SCSI
— PCI
—1 PCI
Figure 4-7 I/O Interrupt Path
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Table 4-1 CMI Signal Definitions
Signal Name Width Direction Description

MACE_DATA[31:0] 32 Bidirectional Data lus

MACE_TOKEN_IN 1 Input Command for CRIME. When
asserted MEE waits for
MACE_TOKEN_OUT to de-assert
This constitutesis avnership by
MACE

MACE_TOKEN_OUT 1 Output Command for MAE. De-asserted,
MACE can dwe lus.

MACE_WRITE_ACK 1 Output CRIME acknavledges a write by
MACE

MACE_PIO WR_KK |1 Input MACE acknavledges a PIO write
by CRIME

36

4.3 General Description

The System Inteaice consists of the hosiinterace, lus selector and
FIFOs. Dgether the provide the communication path for DMA and PIO
paclets to be sent between CRIME and subsytemswithin th€ A
ASIC. Packets recaied from the host are routed directly to the appropri-
ate FIFOs. Bckets sent from the subsystems are qued in thewichdil
FIFOs and sent to the host based onetdferbitration scheme. The figure
at the start of this chapter st®the basic block diagram of the System
Interface and the data paths to/from the subsystems.

Key characteriests of the System Inded:
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Half-duplex, Synchronous Host Intexte
DMA Transaction Flew Control
FIFO and Host Bus Error Notification

4.3.1 CRIME Interface

The CRIME Interce implements a half-duple32-bit, double-speed,
synchronouss. The dataus runs at twice the internal clock rate to
achieve the eflective 64-bit per gcle transfer rate. Bus mastership is ne-
gotiated via the DKEN_IN and TOKEN_OUT signals. Upon reset and
power up, lus mastership detilts to CRIME. MACE neotiates for bs
ownership by asserting itSOKEN_OUT signal and witing for

TOKEN_IN to be releasedoTflow control write transactions there are
write acknovledge signals back to each ASIC that indicate when an out-
standing write transaction has completed.

4.3.1.1 Data Format and Endianness

All data passed through the CMI igpected to be byte ordered in big-en-
dian format. No support isvailable for switching endianness within the
CMI. The 64-bit doublords passed between CRIME and G will

be sent across the 32-buidas tw 32-bit word tranfers.The folling
figure illustrates the bytebwvd ordering.
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Big Endian Brmat
Bit# 63 0
Byte # 0 1 2 3 4 5 6 7

Bit# 31 0
Byte # 4 5 6 7 2nd Word Transferred
Bit# 31 ‘ 0
Byte # 0 1 2 3 1st Word Transferred
Figure 4-8 Byte Ordering of Bus Transfers

4.3.2 Transaction Ordering

Transactions from CRIME to MBE are loaded into the subsystem

FIFOs in the order issued. Similgrtyansactions issued from a sub-
system are passed onto CRIME in the order issuedevts the order-

ing of transactions from ddrent subsystems to CRIME is dependent
upon the arbitration scheme. There is no ordering between transactions
initiated by CRIME and transactions initiated by ME's subsystems.
These tw types of transaction are\long in opposite and independent
directions.

4.3.3 Transaction Flow Control

Transaction flv control is maintained by the initiator assuring that the
number of outstanding transactions it generates doesi®ed the maxi-
mum allaved. This requires the host tedp track of the number of out-
standing PIO transactions, and KR to keep track of the number of
outstanding Memory transactions.
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4.33.1

The MACE lus arbiter keps track of outstanding transactions to assure
that the maximum number of memory transactions that CRENMEO

can handle is notxeeeded. Whin MACE, each subsystemFIFO con-
troller will be responsible for limiting the number of read requestgtack
issued so that its return FIFGowit overflow.

DMA read transactions will be ackwtedged after the Read Data Re-
sponse paak has returned and loaded into the appropriate subsystem
FIFO. This will cause the MBE kus arbiter to decrement the outstand-
ing transaction countethus alleving another transaction to be sent to
CRIME.

MACE epects CRIME to assert its Memory Write Ackviedge
(MWA) signal for one clock period once a memory write transacion has
completed.

PI1O Transactions

P10 paclets from CRIME to MACE will be routed to each subsystem
within MACE based on the decoding of the MSBs of the head®R
field. Each subsystem will be capable of storing 2 PIO writegiagko-
tal of four 64-bit vords), or one write and one read. The follog is a list
of possible outstanding PIO combinations:

a) 1 or 2 P1O writes
b) 1 PIO write follaved by a PI1O read
c) 1 PIO read only

CRIME will assure that no more than 2 outstanding PIO writes will be is-
sued and no more than 1 outstanding read. If there is an outstand P1O
read then no other PIO transaction (read or write) will be issued until the
current P1O read has completed. This will be determined by CRIME
identifying the Read Data Response mckturned by MEE. The AG

and ADR fields of the Read Block pa&tkwvill be returned in the corre-
sponding Read Data Response gdiskheader

Each completed PI1O write will be ackmedged by P\ (P1O Write
Acknowledge signal from MEE to CRIME) being asserted for 1 clock
period of the 66Mhz system clock. NI will NOT guarantee that 2
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4.3.3.2

4.3.4

4.3.5

outstanding PIO writes to seperate subsystems will complete in the order
issued. Hwever 2 outstanding PIO transactions to the same subsystem
will be completed in the order issued.

PIO Write Acknowledge

Each subsystem will supply a PIO write ackitexdge signal to the CMI.
Once a PIO write has completed, the subsystem will assert its PIO write
acknavledge signal for one period of the system clock. Theviddal
subsystems will be responsible for synchronizing their write agkno

edge signal with the system clock. A simple state machine within the
CMI will monitor the write ackneledge signals and assert the R%iQ-

nal to CRIME for one system clock period for each write achedge

signal that is asserted. If twsimultaneous write ackmdedges from dif-
ferent subsystems occure, RWill be asserted for tevconsecutie sys-

tem clocks.

Interrupt Packet Flow Control

The CMI will assure that only one outstanding interrupt paekll be

sent to CRIME at anone time. Interrupt paeks will be treated as out of
band messages, in thatyHeypass pending memory writes in the

CRIME asic. This means that system saiftevproide the synchroniza-

tion to ensure that pending memory writes are flushed if needed to signal
the completion of a DMA transaction. This can usually be done by doing
a single PIO read.

Tag Code

Refer to theMIACE 1/0O ASIC Specification [19ee Chapter 1 for indi-
vidual Tag Codes used by the NI& ASIC.
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4.3.6 Transaction Types

The following transaction types are supported:

Table 4-2 Supported Transaction Types
Type CMD bits | #of Dwords | Description
NULL 0000 1 Null Transaction
INT 0001 1 Interrupt Update
WB 0010 2-33 Write Block
WSB 0011 2 Write Sub-Block
RB 0100 1 Read Block Request
RSB 0101 1 Read Sub-Block Reguest
RD 0110 2-33 Read Data Response

%% SiliconGraphics

Computer Systems

PROPRIETARY and CONFIDENTIAL

6/2/97



CRIME 1.5 SPEC General Description Page 4-17

Null Packet
The Null (NULL) paclet is one doubigord transfer of the follwing format:
63 0
| CMD |RSVD|g|RSVD| CNT | MASK | §| TAG ADR
4 3 1 3 5 8 2 6 32

The fields are:

Bits Width Name Description
63..60 4 CMD Null command code (0000)
59..57 3 RSVD Resered
56 1 ERR (Not Applicable) Error
55..53 3 RSVD Resered
52..48 5 CNT (Not Applicable) Doubleord Count
47..40 8 MASK (Not Applicable) Byte Mask
39..38 2 RSVD Resered
37..32 6 SRC (Not Applicable) Bg
31..0 32 ADR (Not Applicable) Byte Address

NOTE: 1. All bits of fields listed asot applicable or reserved must be set to zeroes.
Therefore, all 64 bits must be set to zero (deasserted).
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Interrupt Packet
The Interrupt (INT) pacét is a doublord transfer of the follwing format:

63 0
| CMD |RSVD|§|RSVD| CNT | MASK | | TAG INT WRITE ENABLES INT

4 3 1 3 5 8 6 16 16

N [RSVD|

The fields are:

Bits Width Name Description
63..60 4 CMD Interrupt command code (0001)
59..57 3 RSVD Resered

56 1 ERR (Not Applicable) Error
55..53 3 RSVD Resered
52..48 5 CNT (Not Applicable) Doubleord Count
47..40 8 MASK (Not Applicable) Byte Mask
39..38 2 RSVD Resered
37..32 6 SRC Tag
31..16 16 INT MASK Interrupt Bit Write Enables
15..0 16 INT Interrupt Bits

NOTE: 1. All bits of fields listed asot applicable or reserved must be set to zeroes.
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63

Write Block Packet

The Write Block (WB) pact is a doublord header folloved by 1 to 32 doubkeord data transfers

of the following format:

| CMD |RSVD|§|RSVD| CNT | MASK | §| TAG ADR |
4 3 1 3 5 8 2 6 32
63 0
| DATA |
The fields are: o4
Bits Width Name Description
63..60 4 CMD Write Block command code (0010)
59..57 3 RSVD Resered
56 1 ERR (Not Applicable) Error
55..53 3 RSVD Resered
52..48 5 CNT Doublevord Count (00000 to 11111)
47..40 8 MASK (Not Applicable) Byte Mask
39..38 2 RSVD Resered
37..32 6 SRC Tag
31..0 32 ADR Byte Address

NOTE: 1. All bits of fields listed asot applicable or reserved must be set to zeroes.

2. CNT field specifies the numbeinus one of data doubMords contained in the pasik
(e.g. If CNT equals zero, then there is one data dawlotethat follavs the header

6/2/97
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Write Sub-Block Packet

The Write Sub-Block (WSB) paekis a doubleord header followed by one doubleord data transfer
of the following format:

63 0

| CMD |RSVD|§|RSVD| CNT | MASK | TAG ADR |

4 3 1 3 5 8

63 0

| DATA |
64

N RSVD

The fields are:

Bits Width Name Description
63..60 4 CMD Write Sub-Block command code (0011)
59..57 3 RSVD Resered
56 1 ERR (Not Applicable) Error
55..53 3 RSVD Resered
52..48 5 CNT Doublevord Count (00000)
47..40 8 MASK Byte Mask
39..38 2 RSVD Resered
37..32 6 SRC Tag
31..0 32 ADR Byte Address

NOTE: 1. All bits of fields listed asot applicable or reserved must be set to zeroes.

2. CNT field specifies the numbminus one of data doublords contained in the paek
Only one data doubleord is allaved in a WSB pacait, so the CNT field must be set to zero.

3. The MASK field specifies which bytes to be neskn the data doublerd.

e.g. © mask byte #7 (big endian ordering - bits Wddo 0) then the least significant bit of
the MASK field should be asserted (bit #40 of the header).
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Read Block Request Packet

The Read Block Request (RB) patks a doubMord transfer of the follwing format:

63

| cMD |RSVD|§|RSVD| CNT | MASK | §,| TG | ADR
4 3 1 3 5 8 2 6 32
The fields are:
Bits Width Name Description
63..60 4 CMD Read Block Request command code (010(
59..57 3 RSVD Resered
56 1 ERR (Not Applicable) Error
55..53 3 RSVD Resered
52..48 5 CNT Doublevord Count (00000 to 11111)
47..40 8 MASK (Not Applicable) Byte Mask
39..38 2 RSVD Resered
37..32 6 SRC Tag
31..0 32 ADR Byte Address

NOTE: 1. All bits of fields listed asot applicable or reserved must be set to zeroes.

2. CNT field specifies the numbinus one of data doubblords requested.
(e.g. If CNT equals zero, then only one data doubid is being requested.)

The RB packt is routed to the destination and at some later time a read data respoaséRiacwill be
sent back to the source that issued the RBgiack

6/2/97 PROPRIETARY and CONFIDENTIAL ﬁ% SiliconGraphics

Computer Systems



CRIME 1.5 SPEC Input Output Unit Page 4-22

Read Sub-Block Request Packet

The Read Sub-Block Request (RSB) patdk a doubleord transfer of the follwing format:

63 0
|CMD |RSVD|§|RSVD| CNT| MASK | | TAG | ADR

4 3 1 3 5 8 6 32

N RSVD

The fields are:

Bits Width Name Description
63..60 4 CMD Read Block Request command code (010:
59..57 3 RSVD Resered
56 1 ERR (Not Applicable) Error
55..53 3 RSVD Resered
52..48 5 CNT Doublevord Count (00000)
47..40 8 MASK Byte Mask
39..38 2 RSVD Resered
37..32 6 SRC Tag
31..0 32 ADR Byte Address

NOTE: 1. All bits of fields listed asot applicable or reserved must be set to zeroes.

2. CNT field specifies the numbinus one of data doublrords contained in the pask
Only one data doubleord is allaved to be requested in a RSB patglso the CNT field must
be set to zero.

3. The MASK field specifies which bytes to be mesk
e.g. © mask byte #7 (big endian ordering - bits Wwddo 0) then the least significant bit of

the MASK field should be asserted (bit #40 of the header).

The RSB paddt is routed to the destination and at some later time a read data respoaséRiack
will be sent back to the source that issued the RSBepack
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Read Data Response Packet

The Read Data Response patdk a doublord header follwved by 1 to 32 doubkeord data transfers
of the following format:

63

| CcMD |RSVD|§|RSVD| CNT | MASK | §| TAG ADR |
4 3 1 3 5 8 2 6 32
63 0
| DATA |
64
The fields are:
Bits Width Name Description
63..60 4 CMD Read Data Response command code (011
59..57 3 RSVD Resered
56 1 ERR Error
55..53 3 RSVD Resered
52..48 5 CNT Doublevord Count (00000 to 11111)
47..40 8 MASK (Not Applicable) Byte Mask
39..38 2 RSVD Resered
37..32 6 SRC Tag
31..0 32 ADR Byte Address

NOTE: 1. All bits of fields listed asot applicable or reserved must be set to zeroes.

2. CNT field specifies the numbeinus one of data doublords contained in the pask
(e.g. If CNT equals zero, then there is one data dawlotethat follavs the header

The RD packt is routed back to the source that issued the corresponding RB or R&B pack
The ERR field indicates the status of the read data as/follo

ERR Encoding Description
OK 0 Data \alid
INVLD 1 Read request valid

The INVLD status may occur because of a reference tovatidraddress.
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Read Block Request Packet

The Read Block Request (RB) patks a doubMord transfer of the follwing format:

63 0
| cMD |RSVD|§|RSVD| CNT | MASK | | TAG | ADR
4 3 1 3 5 8 6 2

N [RSVD|

The fields are:

__Bits _Width _Name_ Description
63..60 4 CMD Read Block Request command code (010(
59..57 3 RSVD Resered
56 1 ERR (Not Applicable) Error
55..53 3 RSVD Resered
52..48 5 CNT Doublevord Count (00000 to 11111)
47..40 8 MASK (Not Applicable) Byte Mask
39..38 2 RSVD Resered
37..32 6 SRC Tag
31..0 32 ADR Byte Address

NOTE: 1. All bits of fields listed asot applicable or reserved must be set to zeroes.

2. CNT field specifies the numbeinus one of data doublords requested.
(e.g. If CNT equals zero, then only one data doubid is being requested.)

The RB packt is routed to the destination and at some later time a read data respoaséRiacwill be
sent back to the source that issued the RBgia®ke source’identity is contained in theAG field.

4.4 CRIME GBE Interconnect Data Flow

The CRIME GBE Interconnect is similar to the CRIME MR Intercon-
net. Major diferences are:

. Interconnect is 64 bits for CRIME/GBE vs 32 bits for CRIME/
MACE

. CRIME/GBE connection does not prde pins for ACK flow con-
trol.

44.1 CRIME/GBE Use
The CRIME GBE Interconnect is used for writes and reads.

For Reads (GBE DMA engines read System Memory) GBE fetches de-
scriptors for DMA transfers and mbs for display and to control display
modes.

For Writes, GBE writes data into System Memory for Screen Capture.

6/2/97 PROPRIETARY and CONFIDENTIAL ﬁ% SiliconGraphics

Computer Systems



CRIME 1.5 SPEC

Input Output Unit Page 4-26

4.4.2

CRIME/GBE Pins

A signal description for the CRIME GBE Interconnect is listed in the T
ble belav.

Table 4-3 CGl Signal Definitions
Signal Name Width Direction Description
GBE_DATA[31.0] 64 Bidirectional Data lus
GBEE_TOKEN_IN 1 Input Command for CRIME. When

asserted GBE aits for
GBE_TOKEN_OUT to de-assert.
This constitutesdss avnership by
GBE

GBE_TOKEN_OUT

1 Output CRIME has command for GBE. D¢
asserted, GBE can dd lus.

U
1

66

4.5

CRIME interface

The CRIME to GBE integce is a point to pointuiost oriented protocol
with a peak bandwidth of 1 GB/s. The data path between chips consists
of a 64 bit data s toggling at 133 MHz. The intade is centrally

clocked using a 66 MHz clock, with PLL cells in each chip to set the pin
to core flip-flop delay to 0.0 ns. Care must bestaia the board iel

clock routing to ensure 0.0 ns clocleskat the pins of GBE and CRIME.
The timing ludget assumes minimum 1.0 ns and maximum 5.5 ns clock
to out, plus chip and boardvid clock slew. Input path timing requires

0.0 ns hold time. The data®input and output flip flops are cleckat

133 MHz.

The CRIME interéce is based on the simple notion of a point to point
link with one sender and one regai A full handshak is used to prade

B
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an orderly transition when spping receier and sendeilhere are no
explicit flow control signals between the chips. AlMicontrol is per-
formed implicitly through the data lines. The 64 data lines are etbak
133 MHz and are internally demultipled to a 128 bit wideus running

at 66 MHz, synchronous to ref67. Therefore, the iaterfis logically

128 bits, and the smallest inttlual data transfer is 128 bits. Data trans-
fers consist of a 128 bit headeptionally folloved by some number of
128 bit data ycles. The header is formatted as foio

cmd[3:0] size[4:0] unused[22:0] resened[31:0] data[31:0] | addr[31:0]
127:124 123:119 118:96 95:64 63:32 31:0
451 CRIME assender commands
NOP
0000
cmd[3:0] size[4:0] unused[22:0] resened[31:0] data[31:0] | addr[31:0]
127:124 123:119 118:96 95:64 63:32 31:0
When either CRIME or GBE is the sendémust drve NOP commands
by default. CRIME is the sender on system reset, and mus NOP
commands during and after the reset period. This is to ensure that when
GBE comes out of reset andgoes recering, it will be sampling knan
data.
PIO WRITE
0001 DATA ADDR
cmd[3:0] size[4:0] unused[22:0] resened[31:0] data[31:0] | addr[31:0]
127:124 123:119 118:96 95:64 63:32 31:0

CRIME can write to GBE using the P1O write command. All writes are
32 data bits, and addresses are assumed to be 24 bitsyrakdligned
(addr[1:0}= “00"). Address bits 31:24 are ignored. There is no flon-

trol for PIO writes, so GBE must be able to accept writes at the full rate
of 66 MHz. The only xception is color map writes, which go through a
64 deep fifo and must be throttled by s@fte: The 24 bit address should
be based at the start of the GBE address space.

PIO READ REQUEST

0010 ADDR
cmd[3:0] size[4:0] unused[22:0] resened[31:0] data[31:0] | addr[31:0]
127:124 123:119 118:96 95:64 63:32 31:0
6/2/97 PROPRIETARY and CONFIDENTIAL
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P10 reads from GBE areecuted as a split transactiom ifitiate the

read, CRIME sends a PIO_READ_REQ command, which includes a 24
bit address field. GBE will respond with a PIO_REAMATA command.

There can only be one outstanding PIO read request. All reads are 32
bits, and the 24 bit read address is 32-bit aligned and based at the start of
the GBE address space.

DMA READ DATA

0011 COUNT ADDR
cmd[3:0] size[4:0] unused[22:0] resened[31:0] data[31:0] | addr[31:0]
127:124 123:119 118:96 95:64 63:32 31:0

CRIME uses the DMA_READ_BTA command to send DMA data to
GBE. The header contains a 5 bit COUNT field, which specifies the num-
ber of 256 bit data ards whichimmediately follav the headefFor ex-

ample, if COUNT=“00002", then the 128 bit header will be fakad by

4 gycles of 128 bit data. DMA transfers arevays aligned on 256 bit
boundaries, and arevedys multiples of 256 bits. The address is returned
with the data for dalgging purposes; CRIMEwahys returns DMA data

in the same order that itas requested by GBE.

DMA WRITE DONE

0100 - - - - ADDR
cmd[3:0] size[4:0] unused[22:0] resened[31:0] data[31:0] | addr[31:0]
127:124 123:119 118:96 95:64 63:32 31:.0

CRIME sends a DMA_WR_DONE command to GBE to indicate that a
DMA write has been flushed to main memd@RIME has one DMA

write buffer, and can therefore only handle one outstanding DMA write.
GBE must vait for a DMA_WR_DONE message from CRIME before
issuing a n& DMA write.
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452

GBE as sender commands

PIO READ DATA

0101 DATA ADDR
cmd[3:0] size[4:0] unused[22:0] resened[31:0] data[31:0] | addr[31:0]
127:124 123:119 118:96 95:64 63:32 31:0

GBE sends a PIO_READ ATA command to complete the PIO read
transaction. GBE alays returns 32 bits of data in the data fig¢lde read

DMA READ REQUEST

0110 COUNT ADDR
cmd[3:0] size[4:0] unused[22:0] resened[31:0] data[31:0] | addr[31:0]
127:124 123:119 118:96 95:64 63:32 31:.0

address is returned for dedging purposes.

GBE sends a DMA_READ_REQ command to request a block of main
memory DMA reads arexecuted as split transactions, and CRIME con-
tains a memory transaction queue which can hold up to 16 requests. As a
practical matterit is essential for GBE todep the request queue non-
empty so that the memory controller inside CRIME will operate at full
bandwidth. The ADDR field is 256 bit aligned, so bits [4:0] must be
“00000". The COUNT field specifies the number of 256 lotdg to
transfer CRIME guarantees that it will return DMA_READADA

blocks in the same order that yheere recaied.

DMA WRITE DATA
0111 COUNT ADDR
cmd[3:0] size[4:0] unused[22:0] resened[31:0] data[31:0] | addr[31:0]
127:124 123:119 118:96 95:64 63:32 31:0
GBE uses the DMA_WRITE_ATA headerfollowed by COUNT*2
data gcles to transfer DMA write data from GBE to one of theotw
DMA write buffers inside CRIME. The DMA will also be queued in the
CRIME memory transaction queue, to eauted in turn. The COUNT
refers to 256 bit wrds, and the address is 256 bit aligned. GBE must en-
sure that no more than @DMA writes are pending at griime.
INTERRUPT
1000 MASK
cmd[3:0] size[4:0] unused[22:0] resened[31:0] data[31:0] | addr[31:0]
127:124 123:119 118:96 95:64 63:32 31:0
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GBE sends an interrupt command to indicate #réical retrace inter-
rupt. Note that this is a one-shetat, so the interrupt must be latched
inside CRIME. The laver 4 bits of the address field (MASK) identify the
source of the interrupt within GBE. If a MASK bit is ‘1’, then the corre-
sponding interrupt is set inside CRIME. If the MASK bit is ‘0, there is
no change to the interruptgister in CRIME. CRIME is only capable of
clearing the interrupt.

To summarize the important assumptions:

o only 1 outstanding PIO read aNed

o only 1 outstanding DMA write aliged

o only 8 outstanding DMA reads/writes ailled
o no limits on PIO writes

o all PIO is 32 bits data, 24 bits address, 32 bit aligned, GBE
start address => 0x000000

o all DMA is 512 byte aligned, multiples of 256 bits

o sender must dre NOP commands by deflt, also during re-
set

n data is avays sent in big endian order

127 0

127 64 63 0

127 96 95 64 63 3231 0

. no 8K DRAM page crossings

4.5.3 Transfer of mastership

The command/data structure describes the mechanism for transferring
data. © complete the protocol we need to wnleow the two devices

swap roles as sender and rereei This is accomplished using the
token_in and tokn_out signals. On the board, CRIMEOken_out

should be wired to GBE'token in, and GBE token_out should be

wired to CRIMES tolen_in. On system reset, CRIME isvals the send-
er, which it indicates by dving token_out high and dring NOP com-
mands. On reset, GBE is idle and willariits tolen_out lev. This state
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mclk
A:token_out
A:token_in
A:data oe n
B:data oe n
data[63:0]

will continue until, through PIO programming, GBE needs to become the
sender. GBE will then driveits token_out high, and wait for its token_in
to go low. As soon as GBE detects that token_inislow, it should begin
driving the data bus. At this point, GBE is the sender and CRIME isthe
receiver. The sequenceisidentical to switch mastership back to CRIME.

The following timing diagram shows the transition from Device A send-
ing to Device B sending.

SRS SR

(AXAXAXAXAXAXAXA QEEEEEREXBEEEX

Note that the current sender should not release the bus until it has com-
pleted sending all of its pending commands. Thiswill help to minimize
the total number of bus turn arounds.
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4.5.4 CRIME side of GBE interface, block diagram
memory request queue
Qg{‘gy MEM
DMA write request ‘ ‘ ‘ ‘ ‘ ‘
DMA read request
16x256 read buffer 256

16x256 read buffer >

256

GBE bus controller

16x256 write buffer

interrupt

CPU interface

SYSAD

Note that for DMA writes, the memory request is issued after the last
data has been written into the 16x256 write buffer. On DMA reads, the
data may be transferred as soon as it arrives from the memory arbiter,
since the memory datarate is twice the GBE bus interface data rate.

4.5.5 Clocking scheme
The following logical circuits are used to clock datain and out of GBE.

4.5.6 DAC / flat panel interface

GBE contains a programmable dot clock PLL, which generates a pixel
clock up to 140 MHz. This clock drives the pixel pipeline and the video
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clk
data(63:0)
oen
din(127:0)
dout(127:0)
token_in

token_out

clk —]

din(127:64)

& dk—d le dlk—]
daa(630) D‘[>+ O=latching
1=transparent

clk—

din(63:0)

oen

dout(127:0) | 128

&G data(63:0)

ck—le

O=transparent
1=latching

token_in [ — ] —— ] token_out

clk— clk—

timing controller. The pixel clock is output from GBE on the pclk_out
pin. The interface to the DAC consists of pclk_out, red[7:0], grn[7:0],
blu[7:0], blank_n and sync_n. In addition, hdrv and vdrv provide sepa-
rate monitor sync signals. An input status bit is provided for the sense_n
output of the DAC. This allows software to detect whether the monitor is
plugged in. The pixel clock can be driven externally or from the internal
pixel PLL
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The flat panel display requires a horizontal aadizal sync signal which

is actve for the entire blanking period. In order to simultaneousiedri

the CR and flat panel displays, GBE produces fp_hdrv and fp_vdrv spe-
cifically for the flat panel. In addition, an fp_de (flat panel display enable)
signal is produced, which functions as a flat panel blanking sighal b

with slightly different timing than the CRblank_n.
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CHAPTER 5 Processor Interface Unit
and Its Operations

Note: Editorial commentslikethisarein normal sizefont but in bold
face. They should eventually be eliminated in later drafts of this spec.

5.1 Introduction and Block Diagram

The Processor Interface Unit block diagram is shown in the Figure on the
next page.
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Figure 5-1 Processor Interface Unit Block Diagram
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The main functions of this unit are:

1. SysAD bus arbitration
2. Monitor, buffer and respond to processor requests
3. Monitor, buffer and respond to VICE requests

PIU will be designed to support 1 R10K/R12K processor and the VICE processor
on the SysAD. Coherent 10 will not be supported in CRIME 1.5.

R10K/R12K connection to CRIME

CRIME supports one R10K or one R12K processor. The VICE chip is supported
with either of these processors.
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Figure 5-2 R10K/R12K CRIME - VICE Interface
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sResp(4
Sé%/aate(z 0) sResp(1
SysStateVal* V4
SysRARdy* | -¢——
SysWrRdy*
VICE
WrRdy n
Pullup
SysCmd(11:0)
SysCmdP
SysAD(63:0) HSTL_IEN|—
Sysva_n | g———p
SysResp(3,2,0)
SysRespP
SysRespVal_n
ViceWrRdy n B VViceWrRdy_n
VicevaidOut_n = \/iceVaidOut_n
Vicevalidin_n (e Vicevalidin_n
ViceSysRgst_n = \/iceSysRgst_n
ViceSysGnt_n (g ViceSysGnt_n
ViceRelease n = \/iceRelease n
Vicelnt_n - Vicelnt_n
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5.2.1 Supported R10K/R12K Bus Requests

Processor eliminate requests are not supported in CRIME and should be disabled in th
R10K/R12K processor by de-asserting the PrcEImReq mode bit at initialization time.

CRIME supports Processor RequestsTadile 5-1 |

Table 5-1 Processor Requests support by CRIME 1.5
Processor Request CRIME Response
coherent block read shared “Juice Fix” ERR response if > address range pro-

grammed by CPU Inteate Control rgister

ACK with data if < address range.

coherent block readkelusive “Juice Fix” ERR response if > address or range pro-
grammed by CPU Inteaite Control rgister

ACK with data if < address range.

noncoherent block read ACK with data.

double/single/partial-ard read | ACK with data.

block write CRIME Accepts data.

double/single/partial-ard write | CRIME Accepts data

upgrade ACK with data - Teated as normal read.

eliminate Not supported. No response. Not placed in writéel

gueue or popped from queue with no ede dfect. Left
to implementation choice.

5.2.2 External Requests
The only External Request that CRIME will initiate is an interrupt request.

5.2.3 Speculative Load Workaround for CRIME 1.5

There is a scheme to use the coherent SysCMD identifier to identify the spedokadis
that occur because of the R10K micro-architecture thatdesigned for the current O2-
R10K product This scheme is more fullykplained in [13]Moosehead R10000 Kernel |
Software but some ky hardware issues va@ been etracted here for caenience.
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An additional resource for this information comes from tfhé Bf Juice
2 vhdl from

“/hosts/vain.esd/aultl/d1/moosehead/subsystem/juice2/vhdl”

From [13]Moosehead R10000 Kernel Software
Hardware impact summarized as:

1. Software configures cacheable TLB entries to use “noncoherent” ac-
cess mode

2. KOSEG to use “coherent” access mode
3. Hardvare “rejects” KOSEG (coherent) references from §é2Mey
4. DMA buffers NOT allocated in the first 8 Meof memory

What Juice Does

5. For coherent block reads from 8léo 512Meg Juice sets a flag
called i_cmd_err This produces a SysResp of ERR when Juice performs
the ternal completion response.

Details: (name in parenthesis is the vhdl file for reference)

(t5_dec.vhd)

Juice sees the SysCMD(7:6) = 00 indicating coherent block read during a
processor addresgdae specified by SysCMD(11) = 0 and Sgf\= 0.

AND Juice sees HIAD = ‘1’ which means that the address has at least
one bit set in bits 28 @mto 23 of the address. (range from 8MEG to
512MEG to match spec a®)

Details of address decode
(had_chk.vhd)

HIAD <= AD(5) or AD(4) or AD(3) or AD(2) or AD(1) or AD(0);
(../ecsljuice_ctl.vhd)

Port Map ( AD(5 donto 0)=>T5_AD_1(28 danto 23), HIAD=>HI-
AD );
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When Juice sees this condition, it sets a signal called “i_cmd_err” <=
‘I’'which in turn drives a signal called CMD_ERR which is fed to
t5_rsp.vhdand causes Juice to perform atef@al completion response”

of ERR. This means it sets SysResp(1:0) to “01” and places the request
number in SysResp(4:2). Juice doesTNg&rform the read, nor does it
return a data to the R10000 with SyaV

A coherent block read from < 8 Mdavill be performed by Juice and an
external response of @K will be supplied along with the data. A non-co-
herent block read from ANY range of memory will be performed by
Juice and anxéernal response of @K will be supplied along with the
data.

What does this mean for Crime 1.57:

Per the request of the DSD sadine team, Crime 1.5 will be made pro-
grammable to all the range of coherent KOSEG to be adjustable from
8Meg to 32Me in 4Mea increments. This means that HIAD needs to be
smarter and must compare the address bits from\28 tin23 and also

look at a rgister that ceers the choices of address rangeabit CRIME
should decode the entire address range of bits 39:23 for this implementa-
tion.

Address (or anbit set in Address bits 39:26)
2524 23 22 KOSEG access ignored for coherent read

6/2/97
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5.24

5241

5.24.2

Since \ice is non-cacheable and is outside of this address space, VICE
does not hee to worry about fielding speculag loads from it address
space.

Behavior of Crime 1.5 is similar to Juice in that it returns an ER&re
nal completion response when it detects a KOSEG accegs alhday
(or 12 May, or 16Mg per the choices abe).

CRIME 1.5 Signal Pin Accounting Summary
Added Pins =17

Remawed Pins= 17

Pin Change 0

Pinsadded to CRIME 1.5 for R10K/R12K support
CPU_SysCmd(11:9)
CPU_Sys¥l n
CPU_SysGnt_n
CPU_SysRel n
CPU_SysReq_n
CPU_SysResp(3,2,0)
CPU_SysRespd?
CPU_SysRespM_n
CPU_CIk_n,
CPU_SysCorErr_n
VRefSys

Mode_Clk

Mode_Din

New pins on CRIME 1.5 = 17

Note that some number of VcqSys pins will be used to support the HSTL
logic of CRIME at a ratio of 1 VcqSys pin for each 6 outputs. This should
be a total of about 120/6 = 20 pins. These may be able ixchareged

with other pover pins presently used on the package.

Pinsremoved from CRIME 1.1 because no R5K/RM 7K support |
CPU_SysADC(7:0)

CPU_\alidIn_n

CPU_\alidOut_n

%% SiliconGraphics
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5.3

CPU_ExtRgst_n
CPU_ScWord(1:0),
CPU_ScDOE_n
CPU_ScMatch
CPU_SCTCE n
CPU_ColdReset_n
Pinsremoved CRIME = 17

Processor Interface Assumptions

5.4

The R10K/R12K processor may have the mode bits set as follows.

a SysClkDivissettoOor 1,i.e, Divide by 2 or 3 respectively.

b. SCBIkSizeisset to 1, i.e., 32-word secondary cache block
size.

c. PrcRegMax isset to 3, for 4 outstanding request per proces-
sor.

d. CohPrcReqTar issetto 0, i.e., coherency disabled.
e. ReplUnownedissettoO, i.e., disabled

See Chapter 8 for detailed mode bit settings.

The SysAD bus implementation in CRIME is not supporting the ECC
protection bits for SysAD(63:0).

SysAD Arbitration

The SysAD arbitration protocol follows that described in the section Sys-
tem Interface Arbitration Rulesin R10K/R12K Spec.

After initialization, CRIME asserts SysWrRdy _n, by driving it low. It
also asserts the SysAD bus grant signal to the R10K/R12K processor.

During operation, SysWrRdy_n will be deasserted and reasserted as the
relevant internal resources run out and get freed, and depending on the
relative priority if there are other requests / responses vying for the
SysAD (Seethe priority list below).

SysRdRdy_n does not need to be throttled based on the number of out-
standing requests, since the latter will be automatically throttled by the

6/2/97
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R10K/R12K processor as it obsesvthat there are no more request num-
bers. CRIME does not implement SysRdRdy_n.

During normal operation, if it does not need to use tiseitself, and

there are nous requests from other processors, CRIMiagk parks the
grant to the processddowever, when the bs is parkd on the processor

a few cycles before anread response is ready in CRIME, CRIME will
start arbitrating for theus in order that the response can be returned with
no arbitration delayThis reduces the read response latdéacprocessor
requests.

5.4.1 Suggested SysAD Arbitration Priority

intwrite - Crime writes interrupt ggster in R10K

crimersp2vice - Crime returns dma data toeV

vicedma2crime - e granted bs to perform dma to crime
vicersp2cpu - \¢e responds with read request data for the R10K
rlOKSysRgst - Crime grantsipto R10K

crimersp2cpu - Crime responds with read request data for R10K

mmOoOw>

When there is no requestor for the SysA lthe R10K should be grant-
ed the los to reduce lategdor R10K load/store operations.

Note that the order of B and C afecare not that important as the CRIME
request queues cannot accept more requests from VICE until the lastfe-
guest has been processed or returned (DMA READ) to VICE.

Another performance issue is to set the read request queue so that if 1nly
2 read requests are in the input queue, and no data is back yet from the
memory controller (or PIO source), thashcan be gen to the R10K if
SysRgst_n is asserted, so that it cawigemore requests while Crime is
processing the requests outstanding. Teepk the queue from the
R10K full to keep the round trip latepdess visible (ie. domlet the pipe-
line drain).

5.4.2 SysAD Arbitration J ustification

Interrupts should be Yolateny and high priority Vice is important,
since when it runs, it is usually a real time application and should be gyo-
vided with lav lateng. Since \ce is sort of throttled to be ~150

MBytes/sec because of the memory arbiter in CRIME it can be high p

% SiliconGraphics PROPRIETARY and CONFIDENTIAL 6/2/97

Computer Systems



Latency of Processor to Memory Block Read Page 5-11

ority but will still leave lots of bandwidth for the CPU which will run at a
lower priority.

5.5 Latency of Processor to Memory Block
Read

5.5.1 Best Case Read

The following is a gcle by gcle (SysClk period) lateycanalysis of a
best case processor to memory block read. Best case assumptions of cir-
cumstances and state are:

« No other reads ahead of this one in CRB.

. Read is non-coherent --- int@mtions to other processor éalime

. MIU is not servicing a processor write or an 10 request.

. CRIME acquires the SysAD before the first data reaches CRIME’
SysAD output flip-flops.

The g/cle count is as follws:

sckl processor read request on sysad
sck2 request in sysad input flops
sck3 request in input command queue

mck1l sync

mck2 sync

mck3 command queue not empty

mck4 memory integce unit request

mck5 memory integce unit grant

mck6-12 Memory Intedce Unit Rge Miss Access
mck13 memory data returned to read resyifel
mck14 read respuffer not empty

sck4 sync

sck5 sync

sck6 state machine initiates sysad response
sck? flop data out onto sysad
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The total lateng is thus 7 sysadycles at 10 ns each plus 14 memoyy c
cles at 15 ns each, = 70 + 210= 280 ns. Thisasmakery pessimistic es-
timate that synchronizer delays aretgycles. On gerage, a
synchronizer delay is 1.ycles when crossing clock domains of random
relative phase.

Table 5-2 Crime 1.5 predicted latencies without GBE collision
Processor| SysAD 7 SysAD 14 mclk 1st Data 15 SysAD Cache Line
; cycles rest .
Speed Clock cycles cylces Delivered . Delivered
of cache line
175 MHz | 87.5 MHz | 80 nsec 210 nsec | 290 nsec 171 nsec 461 nsec
195 MHz | 97.5 MHz | 72 nsec 210 nsec | 282 nsec 154 nsec 436 nsec
225MHz | 90 MHz 78 nsec 210 nsec | 288 nsec 166 nsec 454 nsec
250 MHz | 100 MHz | 70 nsec 210 nsec | 280 nsec 150 nsec 430 nsec
300 MHz | 100 MHz | 70 nsec 210 nsec | 280 nsec 150 nsec 430 nsec
400 MHz | 100 MHz | 70 nsec 210 nsec | 280 nsec 150 nsec 430 nsec

5.5.2 Typical Read

For average performance calculations, add golision with GBE half
the time, colliding at the mid-point of the GBE23 clock gcle. This
adds .5 x .5 x 23 mclk = ~6 mclk of latgnen arerage to the processor

read.

Factoring that intdhe &able abwe changes the column labeled14mck
from 210 to 300 nsec which then adds 90 nsec t&t¢otal and dtal
column as per bela
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Table 5-3 Crime 1.5 predicted latencies with GBE average collision

Processor SysAD 7 SysAD 14 mclk 1st Data i?czesf\&z CachelLine
Speed Clock cycles cylces Delivered of cache line Delivered

175MHz | 87.5MHz | 80 nsec 300 nsec | 380 nsec 171 nsec 551 nsec
195MHz | 97.5MHz | 72 nsec 300 nsec | 372 nsec 154 nsec 526 nsec
225MHz | 90 MHz 78 nsec 300 nsec | 378 nsec 166 nsec 544 nsec
250 MHz | 100 MHz | 70 nsec 300 nsec | 370 nsec 150 nsec 520 nsec
300 MHz | 100 MHz | 70 nsec 300 nsec | 370 nsec 150 nsec 520 nsec
400 MHz | 100 MHz | 70 nsec 300 nsec | 370 nsec 150 nsec 520 nsec
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5.6 PIO Client Interface
Table 5-4 CPU to Client Signals
Signal Direction Description
xx_piord from cpu to client indicates that there is a pio read on the xx_pioaddr bus
XX_piowr from cpu to client indicates that there is a pio write on the xx_pioaddr and
XX_piodataout bus

XX_piowrdy from client to cpu indicates that the client can accept another write
XX_piomask from cpu to client 8 bit byte mask
xx_piodataout | from cpu to client 64 bit data bus
XX_pioaddr from cpu to client ? bit address bus
XX_piodatain from client to cpu 64 bit data bus
XX_piordrdy from client to cpu indicates that there is aread response on io_piodatain

PROPRIETARY and CONFIDENTIAL 6/2/97
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Figure 5-3 64 bit PIO Write to I/O

SYSCLK

10_PIORD

IO_PIOWR

IO_PIOWRDY

|O_PIOMASK 00

|O_PIODATAOUT DATA

|O_PIOADDR ADDR

|O_PIODATAIN

|O_PIORDRDY
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Figure 5-4 Back to Back 64 bit PIO Writes to I/O with Flow Control
SYSCLK
IO_PIORD
I0_PIOWR
IO_PIOWRDY
10_PIOMASK 00
|O_PIODATAOUT Do D1 D2
|O_PIOADDR A0 Al A2
IO_PIODATAIN
|O_PIORDRDY
PROPRIETARY and CONFIDENTIAL 6/2/97
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Figure 5-5

SYSCLK
IO_PIORD

I0_PIONR
IO_PIONRDY
|0_PIOMASK
|O_PIODATAOUT
|O_PICADDR
|O_PIODATAIN

IO_PIORDRDY

PIO Read to I/O

DDR

DATA

NOTE: Each PIO client must use XX_PIORD as anvadtigh signal

that enables XX_PIOBTAOUT. If XX_PIORD is ‘0’,

XX_PIODATAOUT is tristated. If XX_PIORD is ‘1’,

XX_PIODATAOUT is connected. This is necessary because all P10 cli-
ents share the same data outpus, land only one of the PIO clients can
be lus master at gngiven time.

The format of the byte mask is:

Bit 0
o 1 - Bits 7 devnto 0 of xx_piodataout are ncahd
o 0 - Bits 7 devnto O of xx_piodataout areakd

Bit 7
o 1 - Bits 63 davnto 56 of xx_piodataout are nalid
o 0 - Bits 63 davnto 56 of xx_piodataout arehd
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5.7 Interrupts

Interrupts are indicated through the Interrupt Status register. Thisregister
isread-only and isthe logical OR of the Hardware Interrupt register and
the Software Interrupt register. The Hardware Interrupt register collects
interrupts from the Crime subsystems (CPU interface, memory control-
ler, rendering engine), GBE, Mace, and Vice. The Software Interrupt reg-
ister isaread/write register which the host can use for software generated
interrupts.

The Interrupt Enable interrupt is aread/write register for enabling and
disabling interrupts to the host. The Interrupt Status register islogically
AND-ed with the Interrupt Enable register to produce an interrupt for
each of the 32 bitsin the register.

Theseindividual interrupts are grouped together (OR-ed) and assigned to
the processor levels as shown in the table below. The CRIME ASIC per-

forms an interrupt access to the R10K/R12K when it senses a change (as-
sertion OR de-assertion) on one of these interrupt bits.

Note that the CPU_SysCorErr_n has been added to level 6 with other in-
terface errors.

Table 5-5 CRIME Interrupt Assignments
. - Map to
Bit Description R10K |P#

31 VICE interrupt 2

30 CPU_SysCorErr interrupt 6
Note: Formerly Software interrupt 2 which was not used in
Crime 1.1 (we think!)

29 Software interrupt 1 5
CRM _INT_SOFT1 from crime.h

28 Software interrupt O 4
CRM _INT_SOFTO from crime.h

27 RE idle interrupt - level sensitive 2
CRM _INT_RES5 from crime.h
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Table 5-5 CRIME Interrupt Assignments
. - Map to
Bit Description R10K |P#

26 RE FIFO full interrupt - level sensitive 2
CRM_INT_RE4 from crime.h

25 RE FIFO empty interrupt - level sensitive 2
CRM_INT_RE3 from crime.h

24 RE idle interrupt - edge sensitive 2
CRM_INT_REZ2 from crime.h

23 RE FIFO full interrupt - edge sensitive 2
CRM_INT_RE1 from crime.h

22 RE FIFO empty interrupt - edge sensitive 2
CRM_INT_REO from crime.h

21 Memory error interrupt 6
CRM_INT_MEMERR from crime.h

20 CPU interface error interrupt 6
CRM_INT_CRMERR from crime.h

19 GBE Interrupt #3 3
GBE_INT_GBE3 from crime.h

18 GBE Interrupt #2 3
GBE_INT_GBE2 from crime.h

17 GBE Interrupt #1 3
GBE_INT_GBEL from crime.h

16 GBE Interrupt #0 3
GBE_INT_GBE3 from crime.h

15 MACE PCI Interrupt Input #7 3
MACE_PCI_SHAREDZ2 from crime.h

14 MACE PCI Interrupt Input #6 3
MACE_PCI_SHARED1 from crime.h

13 MACE PCI Interrupt Input #5 3
MACE_PCI_SHAREDO from crime.h
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Table 5-5 CRIME Interrupt Assignments
. - Map to
Bit Description R10K |P#

12 MACE PCI Interrupt Input #4 3
MACE_PCI_SLOT2 from crime.h

11 MACE PCI Interrupt Input #3 3
MACE_PCI_SLOT1 from crime.h

10 MACE PCI Interrupt Input #2 3
MACE_PCI_SLOTO from crime.h

9 MACE PCI Interrupt Input #1 (SCSI controller 1) 3
MACE_PCI_SCSI1 from crime.h

8 MACE PCI Interrupt Input #0 (SCSI controller 0) 3
MACE_PCI_SCSIO from crime.h

7 MACE PCI Error Conditions 6
MACE_PCI_BRIDGE from crime.h

6 MACE Periphera Controller, Audio Interrupts 5
MACE_PERIPH_AUD from crime.h

5 MACE Periphera Controller, Misc. keyboard/mouse/timer 2
MACE_PERIPH_MISC from crime.h

4 MACE Peripheral Controller, Serial/Parallel Interrupts 2
MACE_PERIPH_SERIAL from crime.h

3 MACE Fast Ethernet Interface 2
MACE_ETHERNET from crime.h

2 MACE Video Output Channel 3
MACE_VID_OUT from crime.h

1 MACE Video Input Channel #2 3
MACE_VID_IN2 from crime.h

0 MACE Video Input Channel #1 3
MACE_VID_IN1 from crime.h
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5.7.1

R10K Interrupt Map

For corvenience, the mapping of the R10K Interrupt Causgd®s; with
the IP level and the SysAD bit fields that CRIME must write tfeef a
given interrupt are included in thafdle belav.

Table 5-6

R10K Interrupt Relationship |

IP Level

Interrupt
Cause
Register Bit | Interrupt Mask

SysAD(4:0)| SysAD(20:16)
Field to Write Enable

IP[2]

10

SysADIO0] SysAD[16]

IP[3]

11

SysAD[1] SysAD[17]

IP[4]

12

SysADJ2] SysAD[18]

IP[5]

13

SysADI3] SysAD[19]

IP[6]

14

SysAD[4] SysAD[20]

5.7.2

5.7.21

5.7.2.2

VICE Interrupts

Bit 31 of thelnterrupt Satus register is a rgistered ersion of the

vice_int_n pin which is a 100 Mhz signal. Please refer to the VICE spec-
ification for the procedure to clear an interrupt, and the format of the in-
terrupt status gaster in VICE. Bit 31 of thénterrupt Status register is

read only

RE Interrupts

Bits 27:22 of thdnterrupt Status register are set by the rendering engine.
To clear an interrupt, softwe must clear the condition that caused the in-
terrupt.

CPU Error Interrupt

Bit 21 of thelnterrupt Satus register indicates that a CPU transaction er-
ror has occurred. THerror Satus register indicates the type of error
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PROPRIETARY and CONFIDENTIAL ﬁ% SiliconGraphics

Computer Systems



Processor Interface Unit and Its Operations Page 5-22

5.7.2.3

5.7.3

5.7.4

5.7.5

Memory Error Interrupt

Bit 20 of thelnterrupt Satus register indicates that a memory E@Gor
has occurred.

GBE Interrupts

GBE updates bits 19:16 of theterrupt Satus register by sending Crime

4 interrupt set signals across the GBE/Crime interconnect. If an interrupt
set signal is asserted, the GBE irded logic on Crime asserts for one
cycle the appropriate gbe_set int(3:0) signal that goes totidreupt

Satus register A GBE interrupt is cleared by writing a O to the appropri-
ate bit of the Crimélardware Interrupt register Please note that the

GBE interrupts are edge sengiti not leel sensitie.

MACE Interrupts

MACE updates bits 15:0 of thiterrupt Status register by sending

Crime a 16 bit data and maskeo the MACE/Crime interconnect. The
figure belov is MACE interrupt O which is bit O of the Interrupt Status
register Bit 15:1 use the same logic. Please refer to th&€MApecifica-

tion for the procedure to clear an interrupt, and the format of the interrupt
status rgister in MACE. Bits15:0 of thénterrupt Satus register are read
only.

Interrupt Structure

TheHardware Interrupt Register is set by theavious hardware deices

in the Moosehead system. T&aftware Interrupt Register can be used to
emulate ay of the Hardvare Interrupts and it also ptides for two soft-
ware only interrupts. Thismterrupt Satus Register can be read by soft-
ware to see what inddualinterrupts atually caused the interrupt on |
one of the R10K IP ieels. Thelnterrupt Enable Register can be used to
disable aw single interrupt inside of CRIME.

The IP3-IP7 lgel R10K interrupts cannot be disabled as a group inside
of CRIME as that feature can be accomplished using the masks inside the
R10K processor

Whenever a nev interrupt is receled by CRIME, the R10K Interrupt
Register must be writtehy the CRIME interrupt detection State Ma-
chineto inform the processor that an interrupt has occurred.
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Refer toFigure 5-6for a graphical relationship of the fdifent Interrupt |
Registers.

Figure 5-6 Interrupt Register Relationship
Interrupt Enable
CRIME 1.5 Interrupt
Detection State Machin
3
) Hardware Interrupt )
Yiee AND Groud1P6 Logic to
SysCorErr* [~ 30 OR 32 | 3251 R10K interrupt
Crime 27:20 Ig# 53 | SYsAD
GBE e Interrupt Status P2 | Transaction
MACE 50
Software Interrupt 0
29:28

5.7.6 Edgevs. Level Interrupts

Edge interrupts are “latched” inside of CRIME such that when the sour|
of the interrupt is remaed, CRIME continues to remember the interrupt
in theHardware Interrupt Status Register. The Hardvare Interrupt Rgis-
ter must be written to clear this “latched” interrupt as part of the interru
handler If CRIME has no other interrupt source on thaelence the
latched interrupt is cleared, CRIME will perform a SysAD Interrupt
Write to deassert that particular IRéé If the Source (RE, GBE, Soft-

ware Interrupt) is still asserted at that time, CRIME will immediately re}

interrupt the R10K processoraig.

Level interrupts are not latched inside of CRIME. Whervalleterrupt
is asserted by the Source (RE, Memory Contrdi&CE) then CRIME
will perform a SysAD Interrupt Write Cycle to assert the interrupt insid

11”4

of the R10K processowWhen the leel interrupt is deasserted by the
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Source, CRIME will perform a SysAD Interrupt Write Cycle to deassert
the interrupt inside of the R10K.

5.8 Timers

5.8.1 WatchDog Timer
Refer to Table 5-14 for the details of the Watch Dog Timer.

5.8.2 CrimeTimer
Refer to Table 5-15 for the details of the Crime Timer.
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5.9 Register Map

The Crime CPU interface registers (address 1400 0000 through 1400
4048) can only be accessed with double word operations.

The same restriction applies to the Memory Control Register Addresses
and the Rendering Engine Addresses?

Table 5-7 CPU Interface Register Address Map

Addr Function

1400 0000 | ID-Revision

1400 0008 | CPU Interface Control

1400 0010 | Interrupt Status

14000018 | Interrupt Enable

1400 0020 | Software Interrupt

1400 0028 | Hardware Interrupt

1400 0030 | Watchdog Timer

14000038 | Crime Timer

1400 0040 | CPU Error Address

1400 4048 | CPU Error Status
Note: Thisregister moved to separate 16K page so that it
can be mapped to user programswhile not exposing the
other registersin CRIME 1.5 asthey can be mapped to a
different page. In CRIME 1.1thisregister appears at
0x1400 0048.

1400 0200 | Memory Control Register Base Address

1500 0000 | Rendering Engine Register Base Address

6/2/97
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ID-Revision Reister should hae bits 3:0 (the ngsion number) hard-
wired to a mux in the RL and placed on oneuel of metal so that metal
mask reisions of the chip can easily incorporate as®n number
change.

Note:
Petty Crime had an IDalue of OxA and a kasion number of O
Crime 1.1 had an ID alue of OxA and a kgsion number of 1

Table 5-8 ID-Revision Register
Bits Function Read/ Write Reset Value
74 ID value R B
3.0 revision number R 1
Table 5-9 CPU Interface Control Register
Bits Function R/W Reset Value
13 R5000 SysADC check control BtOT USED IN CRIME 1.5 R/W 0

0 - disable parity generation from Crime to R5000
1 - enable parity generation from Crime to R5000

12 CRIME SysADC check control bNOT USED IN CRIME 1.5 R/W 0
0 - dont check SysADC coming in from R5000
1 - check SysADC on datgdes

11 Cold Reset R/W 0
0 - no action

1 - reset system with pe@r-on reset
Set by S/W or wtchdog timercleared by H/W
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Table 5-9 CPU Interface Control Register

Bits

Function

R/'W

Reset Value

10

Soft ReseNOT USED IN CRIME 1.5

0 - Normal mode

1 - CPU_SysRst_n asserted for R10K/R12K
Set by S/W or wtchdog timercleared by H/W

R/W

0

Watchdog timer enable
0 - disabled
1 - enabled

R/W

Endianness
0 - Little Endian
1 - Big Endian

NA

75

“JUICE” Mode - Perform Load if bel@ memory range specified,

Ignore Load if “coherent” and ald@ memory range. Perform all
non-coherent loadsgardless of memory range.

111- Ignore for coherent load al®032 Mg

110- Ignore for coherent load al#028 Mgy

101- Ignore for coherent load also24 Mg

100 - Ignore for coherent load al®020 Mey

011- Ignore for coherent load alel16Mey

010- Ignore for coherent load al®012 Mey

001- Ignore for coherent load a8 Mey

(Present Juice setting is 8 §)e
000- No Fix implemented, ignore all coherent loads

R/W

001

4:0

Resered

See Section 5.7 "Interrupts” aBdction 5.7.5 "Interrupt Structurisr a
description of the diérent Interrupt Rgisters, their functions and struc-

ture.
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PROPRIETARY and CONFIDENTIAL

5

SiliconGraphics
Computer Systems



Processor Interface Unit and Its Operations Page 5-28
Table 5-10 Interrupt Status Register
Bits Function R/W | Reset Value
31 VICE interrupt R 0
30 CPU_SysCorErr interrupt R 0
29:28 | Softwareinterrupts R 0
27 RE idleinterrupt - level sensitive R 0
26 RE FIFO full interrupt - level sensitive R 0
25 RE FIFO empty interrupt - level sensitive R 0
24 RE idleinterrupt - edge sensitive R 0
23 RE FIFO full interrupt - edge sensitive R 0
22 RE FIFO empty interrupt - edge sensitive R 0
21 Memory error interrupt R 0
20 CPU interface error interrupt R 0
19:16 | GBE interrupts - edge sensitive R 0
15:0 MACE interrupts R 0
PROPRIETARY and CONFIDENTIAL 6/2/97
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Table 5-11 Interrupt Enable Register

Please refer to the Interrupt Status Register to see which bits correspond
to actua interrupts..

Bits Function Read/ Write Reset Value

31:0 | O-interrupt disabled R/W 0
1 - interrupt enabled

Table 5-12 Software Interrupt Register

Please refer to the Interrupt Status Register to see which bits correspond
to actual interrupts.

Bits Function Read/ Write Reset Value
31:30 | O- nointerrupt R/W 0

1 - interrupt
29:28 | softwareinterrupt bits 1:0 R/W 0

0 - no interrupt

1 - interrupt
24:0 | O- nointerrupt R/W 0

1 - interrupt

Table 5-13 Hardware Interrupt Register

Bits Function R/W Reset Value
31 VICE interrupt R 0
30 CPU_SysCorErr - edge sensitive R/W 0
29:28 | Softwareinterrupts R/w 0
27 RE idleinterrupt - level sensitive R 0
26 RE FIFO full interrupt - level sensitive 0
25 RE FIFO empty interrupt - level sensitive R 0
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Table 5-13 Hardware Interrupt Register
Bits Function R/W | Reset Value
24 RE idle interrupt - edge sensii R/W 0
23 RE FIFO full interrupt - edge sensii R/W 0
22 RE FIFO empty interrupt - edge senaiti R/W 0
21 Memory error interrupt R 0
20 CPU interfce error interrupt R 0
19:16 | GBE interrupts edge sensite RW |0
15:0 | MACE interrupts R 0
Table 5-14 Watchdog Timer Register
See description belofor howv the watchdog timer wrks in CRIME 1.1.
For CRIME 1.5 the behaor will be the samexeept that the system will
always perform a Cold Reset after the second cour@flow, since
CRIME 1.5 does not support aaWwh Reset.
Bits Function Read/ Write Reset Value
20 Watchdog soft (@rm reset) ime Out R/W 0
1 - Watchdog timed out
0 - normal mode
19:0 | Watchdog ®alue R/W 0

Analysis courtesy Minghua:

bit 20 : Watchdog soft(\arm reset) ifne Out

1 - Watchdog timed out

0 - normal mode

bit 19-0 : WAatchdog alue

ﬁ? SiliconGraphics
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The description should be :

If the watchdog timer is not cleared by saodine for 0.5 second, it will ini-
tiate a soft reset. If it has still not been cleared after another 0.5 secon
will initiate a hard reset. Note that this is the batafor CRIME 1.1.

For CRIME 1.5 a hard reset will occur at 1.0 second with neigcax-
cept an internal flag set at 0.5 seconds.

The watchdog timer counter will increase \leey 64-gcles of CRIME
timer (running on 66.7MHz). When theatehdog timer bit 19 = 1, it will
generate a flag to initiate aamwmreset and reset thatwghdog timer
counter At this time, the \atchdog timer counter will start counting from
O until bit 19 = 1 agin. If at this time, the armreset flag is still not
cleared by softare, a coldreset will be initiate.

So the time calculation should be :

2719 * (64 * 1/66.7MHz) = 0.5 Second

Table 5-15 Crime Time Register
Bits Function Read/ Write Reset Value
31:0 | Crime timer alue R/W 0

6/2/97
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Table 5-16 CPU Error Address Register
The address of a CPU error is recorded in the event of SysAD Parity Er-
ror, Invalid Address.
Bits Function R/W Reset Value
31:0 | Addresg33:2] of CPU PIO error R 0

Table 5-17 CPU/VICE Error Status Register
The bits in the CPU/VICE Error Status register are set by the hardware
and cleared by software.
Bits Function R/W | Reset Value
83 Addresg[39:34] of CPU PIO error R XX
New in CRIME 1.5if it can beimplemented
2 CPU illegal address RwW |0
1 VICE write parity error No longer supported now RW |0
that SysADC(7:0) are not used.
0 CPU write parity error No longer supported nowthat | R'W | O

SysADC(7:0) are not used.
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CHAPTER 6

Memory Controller

6.1 Definition of Memory Controller Terms

Arbitration Slot - An arbitration slot is a series of requests from the same
memory client.

SDRAM page and page crossings - A SDRAM is made up of rows and
columns of memory cells. A row of memory cellsisreferred to as a page.
A memory cell isaccessed with arow address and column address. When
arow isaccessed, the entirerow is placed into latches, so that subsequent
accesses to that row only require the column address. Accesses to the
same row are referred to as page accesses. Before accessing a new row,
referred to as a page crossing, a precharge command must be issued. The
precharge command places the active row back into the array. After the
precharge command, the row address and then the column address must
be issued. Asyou can see, crossing a page is expensive and should be
avoided whenever possible.
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6.2

SDRAM bank - A SDRAM bank is an array of memory cells. Each
SDRAM component has minternal banks and alis one rav from
each bank to be acé at a time

I ntroduction

The Memory Controller (MC) is the intexde between the GBE, MJE,

VICE, RE, CPU (clients) and the main memdgjients mak read and

write requests to the main memory through the MC. The M@artsithe
requests into the appropriate control sequences and passes the data be-
tween the clients and the main memadrye MC contains tapipeline
structures, one for commands and another for data. The request pipe has
three stages, arbitration, decode and issue/state machine. The data pipe
has only one stage, ECC. Requests and datatimugh the pipes in the
following mannerClients place their requests in a queue. The arbitration
logic looks at all of the requests at the top of the client queues and de-
cides which request to start through the pipe. From the arbitration stage,
the request flos to the decode stage. During the decode stage, informa-
tion about the request is collected and passed onto the issue/state machine
stage. Based on this information, one of the four state machines sequenc-
es through the proper commands for the main menidwy later portion

of the issue stage decodes the state of the state machine into control sig-
nals that are latched and then sent across to the main mérerylC

starts the data through the data pipe when a request reaches the decode
stage. The data is held in a flop anevBdhrough the ECC stage and out

to the main memory until the request has been retired from the request
pipe. A block diagram of the MC is shio in Figurd=igurel1, “MC Block
Diagram;, on page3. In the follaving sections, the MC inteates are de-
scribed, follaved by a detailedxplanation of each stage in the pipes.
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Figure 6-1 MC Block Diagram
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6.2.1 Client Interface

The client interface contains the following signals:
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Table 6-1 Client Interface Signals
CrimePin # of
Signal Name Bits Direction | Description
clientreq.cmd internal only 3 in type of request -
1-read
2 - write
4 - rmw
clientreq.adr internal only 25 in address of request
clientreq.msg internal only 7 in message sent with request
clientreq.alid internal only 1 in 1-valid
0 - not \alid
clientreq.ecc internal only 1 in 1-ecciswlid
0 - ecc not &lid
clientres.gnt internal only 1 out 1 - room in client queue
0 - no room
clientres.wrrdy internal only 1 out 1 - MC is ready for write data
0 - MC not ready for write data
clientres.rdrdy internal only 1 out 1 - valid read data
0 - not \alid read data
clientres.oe internal only 1 out 1 - enable client dvier
0 - disable client dvier
clientres.rdmsg internal only 7 out read message sent with read data
clientres.wrmsg internal only 7 out write message sent with wrrdy
memdata2mem_in | internal only 256 in memory data from client going to
main memory
memmask_in internal only 32 in memory mask from client going
to main memory
0 - write byte
1 - dont write byte
memmask_in(0) is matched with
memdata2mem_in(7:0) and so
on.

6/2/97
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CrimePin # of
Signal Name Bits Direction | Description
memdata2client_out| internal only 256 out memory data from main memor

going to the client

A client males a request to the MC by asserting clientadal while set-

ting the clientreq.agclientreq.msg, clientreg.cmd and clientreq.ecc lines
to the appropriatealues. If there is room in the queue, the request is
latched into the client queue. Onlydwf the clients, RE and Mace, use
clientreg.msg. The message specifies which subsystem within Mace or
RE made the request. When an error occurs, this messagedsasang

with other pertinent information to aid in the delprocess. ¢ the RE,

the message is passed through the request pipe and returned with the cli-
entreq.wrrdy signal for a write request or with the clientreq.rdrdy signal
for a read request. RE uses the information contained in the message to
determine which RE queue to access. Please refer to theifglgure.
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Figure 6-2

Clk

Clientreg.valid

Clientreg.adr

Clientreg.cmd

Clientreq.msg

Clientreg.ecc

Clientres.gnt

Client Request

>< AdrO0 >< ><Adr1><Adr2><

>< Cmdo >< ><Cmd1><c:md;<

>< M sgO >< ><Msgl><Msg2><

b

request latched into queue

The data for a write request is not latched with the address and request.
Instead, the data, mask and message are latched when the MC asserts the
clientreq.wrrdy indicating that the request has reached the decode stage
of the request pipe. Because the client queues are in front of the request
pipe, there is not a simple relationship between the assertion clientreq.gnt
and clientreq.wrrdyClientreq.msg is onlyalid for the RE and Mace.

The MC asserts the clientreq.oe signal at least yeie before the asser-

tion of clientreq.wrrdyClientreg.oe is latched locally by the client and is
used to turn on the cliestmemory dataus drivers. Please refer to

Figure3, “Client Write Datd,on pages. |
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Figure 6-3 Client Write Data

Clk

Clientreswrrdy |

Clientres.oe

Clientreswrmsg ><Msgo>< ><Msgl>< Msg2><

Memdata2mem in Data0 >< Datal >< Data2

Memmask_in Masko X Mask1 X Mask2
The read data is sent to the clieméothe memdata2client_ous
When clientres.rdrdy is asserted, the data and messagaidrd’iease
refer toFigure4, “Client Read Datapn pages.

Figure 6-4 Client Read Data
Clk ‘

Clientresrdrdy |

Clientresrdmsg ><M SgO>< ><M 391>< Msgz><

Memdata2client_out Data0 >< Datal >< Dataz
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6.2.2 Memory Interface

The memory integce contains the folaing signals:

Table 6-2 Memory Interface Signals
# of
Signal Crime Pin Name | Bits Direction | Description
memwrite mem_dir 1 out controls direction of SDMUX

chips - dedult to write

memdata2mem_out | mem_data 256 out memory data from client going to
main memory

memdata2client_out| internal only 256 out memory data from main memory
going to the client

memmask_out mem_mask 32 out memory mask from client going
to main memory

memdataoe internal only 3 out enable memory dataub drivers

ecc_out mem_ecc 32 out ecc going to main memory

eccmask mem_eccmask | 32 out ecc mask going to main memory

mem_addr mem_addr 14 out memory address

ras_n mem_ras_n 1 out row address strobe

cas_n mem_cas_n 1 out column address strobe

we_n mem_we _n 1 out write enable

cs_n mem_cs(3:0) n | 8 out chip selects

The data and mask are latched in the data pipe amailbto the main
memory on memmask_out and memdata2zmem_out. From the data and
mask, the ECC and ECC mask are generated and sent to the main memo-
ry across eccmask and ecc_out. The memdataoe signal is used to turn on
the memory bs drvers. Data and ECC from the main memory come in

on the memdata2client_in and ecc_us&es. The ECC is used to deter-
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mine if the incoming data is correct. If there is a one bit error in the data,
the error is corrected, and the corrected data is sent to the client. If there
is more than one bit in errdhe cpu is interrupted, and incorrect data is
returned to the client. Ras_n, cas_n, we_n and cs_n are control signals for

the main memoryPlease refer to the folleng figures for anxample of
a main memory read and write to avneage. A read or write operation
to the same SDRAM page is the same as the operatiam shahe fol-

lowing figures, gcept a same page operation does not need the pyechar

and actiate gcles.

Figure 6-5 Main Memory Write

Clk
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Ras n
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Memdata2mem_out

Xpata X

XMasX

Memmask_out
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Eccmask ><EM a§><

A A

Precharge Activate

Write
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Figure 6-6

Main Memory Read

Clk

Csn

Ras n

Cas n

><Row>< ><Co|. ><

Mem_addr

Memdata2mem_out

><Data><

Memmask_out

X o X

Ecc_out

XEee X

Eccmask

X0 X

A A A A

Precharge Activate Read Read Data

6.2.3 Request Pipe

The request pipe is the control center for the memory contrGlient

requests are placed in one end of the pipe and come out the other side as
memory commands. The client queues are at the front of the pipe, fol-
lowed by the arbitration, then the decode, and finally the issue/state ma-
chine. If there is room in their queue, a client can place a request in it.
The arbitration logic looks at all of the requests at the top of the client

6/2/97

PROPRIETARY and CONFIDENTIAL



Memory Controller Page 6-12

6.23.1

gueues and decides which request to start through the request pipe. From
the arbitration stage, the requestwiao the decode stage. During the de-
code stage, information about the request is collected and passed onto the
issue/state machine stage. Based on this information, a state machine de-
termines the proper sequence of commands for the main merhery

later portion of the issue stage decodes the state of the state machine into
control signals that are latched and then sent across to the main memory
A request can sit in the issue stage for more thanyaie. &Vhile a re-

quest sits in the issue/state machine stage, the rest of the request pipe is
stalled. Each stage of the request pipe is discussed in detail in the follo
ing sections.

Client Queue

All of the clients hae queues,&ept for Refresh. A refresh request is
guaranteed to retire before another request is issued, so a queue is not
necessaryThe five client queues are simpledwport structures with the
clients on the write side and the arbitration logic on the read side. If there
is space \ailable in a client queue, indicated by the assertion of clien-
tres.gnt, a client can place a request into its queue. A client request con-
sists of an address, a command (read, write or read-modify-write), a
message, an ECG@Nd and a requesglid indication. If both clien-

treg.\alid and clientres.gnt are asserted, the request is latched into the cli-
ent queue. If the pipeline is not stalled, the arbitration logic looks at all of
the requests at the top of the client queues and determines which request
to pop of and pass to the decode stage of the request pipe.

Because there is a request queue between the client and the thditer
clientres.gnt signal does not indicate that the request has retired. The re-
quest still needs to go through the arbitration procespuTit another

way, client A might recefe the clientres.gnt signal before client Bt I

client B has a higher priorityts request might retire before the request
from client A.

6.2.3.2 Arbiter

As stated abee, the arbiter determines which client request to pass to the
decode stage of the request pipe. This decision processdsieps. The

first step is to determine if the arbitration slot for the current clieness o

or not. An arbitration slot is a series of requests from the same client. The
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number and type of requests allexd in one arbitration slo@vies. The
following table lists what each client can do in an arbitration slot.

Table 6-3 Requests allowed in an Arbitration Slot
Client Possible Operations
GBE <= 16 memory wrd read with no page crossings
<= 16 memory wrd write with no page crossings
VICE <= 8 memory wrd read with 1 page crossings
<= 8 memory werd write with 1 page crossings
1 read-modify-write operation
RE, CPU, MACE | <=8 memory wrd read with no page crossings
<= 8 memory wrd write with no page crossings
1 read-modify-write operation
Refresh refresh 2 ravs
Based on state for the current arbitration slot and tkerequest from
the current slotwner, the arbiter determines if the arbitration slot should
end or not. If not, the request from the client wiamse the current arbi-
tration slot is passed to the decode stage. If the current arbitration slot is
terminated, the arbiter uses the results from an arbitration algorithm to
decide which request to pass to the decode stage. The arbitration algo-
rithm ensures that GBE gets 1/2 of the arbitration slotsCHIA/4,
VICE 1/8, RE 1/16, CPU 1/32 and refresh 1/64.
Predicting the @erage bandwidth for each client isfifilt, but the
worst-case slot frequepger client can be calculated. The first step is to
determine the maximum number gttes that each client can use during
6/2/97 PROPRIETARY and CONFIDENTIAL
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an arbitration slot. The folaing table shaws the number ofycles asso-
ciated with each type of operation.

Table 6-4 4 Maximum Cycles for a Memory Operation
Operation Command Sequence # of Cycles
8 Word Read P X A X RO R1 R2 R3 R4 R5 R6 R7 12
8 Word Write P X A X W0 W1 W2 W3 W4 W5 W6 W7 12
Read-Modify-Write | P X AX RO X X X X X X WO 12

8 Word Vice Read PXAXROXXPXAXR1IR2R3R4R5R6RY 18
with page crossing

2 Row Refresh PXRef X XXX XRef XXX XX 14

Key -

P - Prechaye

X - Dead Cycle

A - Activate

RO - Read Wrd O
WO - Write Word O
Ref - Refresh

The folloving table lists the maximum number gictes for each of the

Table 6-5 Maximum # Cycles per Slot
Client Operation # of Cycles
GBE 16 memory wrd read or write | 20 gycles

CPU,RE,MACE | 8 memory verd read or write | 12 g/cles

VICE 8 memory verd read or write | 18 g/cles
1 page crossings

Refresh refresh 2 ras 14 g/cles

memory clients.

Finally, slots per second for each client can be calculated. If all of the cli-
ents are requesting all of the timeegy client will get a turn after 64
slots. Lets refer to this as a “round”. In that round, GBE gets 32 out of the
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64 slots, MACE gets 16 out of the 64 slots etc., so a rounest82+*20 +

16*12 + 8*18 + 4*12 + 2*12 + 14 =1063/cles.

Table 6-6 Slot Frequency for Each Client
Bandwidth f Slot is
Client Fully Utilized
GBE 32 slots/15.93 us 1 GB/sec
slot/0.50 us
MACE slot/1.00 us 256 MB/sec
VICE slot/2.00 us 128 MB/sec
RE slot/4.00 64 MB/sec
CPU slot/8.00 us 32 MB/sec
Refresh slot/16.00 us NA

6.2.3.3 Decode L ogic

The decode logic recgs requests from the arbit&ased on state main-
tained from the prgous requests and information contained in the cur-
rent request, the decode logic determines which memory bank to select,
which of the four state machines in thextngtage will handle the request,
and whether or not the current request is on the same page avitiespre
request. This information is passed to the issue/state machine stage.

Before continuing the discussion of the decode logic, the memory system
is explained so that the details of the decode logic are easier to under-
stand. The memory system is made up of 8 slots. Each slot can hold one
SDRAM DIMM. A SDRAM DIMM is constructed from 1Mx16 or

4Mx16 SDRAM components and populated on the front only or the front
and back side of the DIMM.WWo DIMMs are required to makan &ter-

nal SDRAM bank. 1Mx16 SDRAM components construct a 32 Mbyte
external bank, while 4Mx16 SDRAM components construct a 128 Mbyte
external bank. The memory system can range in size from 32 Mbytes to 1
Gbhyte. Please refer to the figure lvelo

6/2/97
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Figure 6-7
External Bank?7

Externa Bank6

Externa Bank5

Externa Bank4

Externa Bank3
External Bank?2

Externa Bank1l

Externa Bank O

Memory System

back back
slot 7 | | dot 6 |
front front
back back
slot 5 | | dot 4 |
front front
back back
slot 3 | | dot 2 |
front front
back back
slot 1 | | dot 0 |
front front
SDRAM DIMM
External bank =

2 SDRAM Front Only DIMMs =
256 bits of data and 32 bits of ECC

Front side of a SDRAM DIMM

8 data chips = 128 hits

1 ECC chip = 16 bits

x16
VRN

EO ||D7||D6||D5||D4||D3||D2|| D1|| DO

Each SDRAM component has two internal banks, hence two possible
open pages. The maximum number of external banksis 8 and the maxi-
mum number of internal banksis 16. The memory controller only sup-
ports 4 open pages at atime. Thisissue will be discussed in detail later in
this section.

We will now look at the decode logic in more detail. During initializa-
tion, software probes the memory to determine how many banks of mem-
ory are present and the size of each bank. Based on this information, the
software programs the 8 bank control registers. Each bank control regis-
ter (please refer to the register section) has one bit that indicates the size
of the bank and 5 bits for the upper address bits of that bank. Software
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must place the 64 Mbitxéernal banks in the Veer address range fol-

lowed by ag 16 Mbit external banks. This is to prent gaps in the mem-

ory. The decode logic compares the upper address bits of the incoming
request to the 8 bank controbrsters to determine whickternal bank

to select. The number of bits that are compared is dependent on the size
of the bank. Br example, if the bank size is 64 Mbit, the decode logic
compares bits 24:22 of the request address to bits 4:2 of the bank control
register If there is a match, that bank is selected. Eattrmal bank has

a separate chip select. If an incoming address matches more than one
bank’s control rgister the bank with the lwest number is selected. If an
incoming address does not matcly ahthe bank control ggsters, a

memory address error occurs. When an error occurs, pertinent informa-
tion about the request is captured in errgisters and the processor is
interrupted -- if the MC interrupt is enabled. The request that caused the
error is still sent to the mestage in the pipeline and is processeed &k
normal request,ui the MC deasserts all of theternal bank selects so

that the memory operation doesactually occurDeasserting thexeer-

nal bank selects is also done when bit 6 of the RE message is set. The RE
sets this bit when a request is generated usingvahdiTLB entry

Although the MC can handle wphysical eternal bank configuration,
we recommend thak&ernal bank 0 avays be filled and that theternal
banks be placed in decreasing density order fample a 64 Mbitxer-
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nal bank in bank 0 and a 16 Mbxternal bank in bank 2). Please refer to
the following figure.

Address from CPU
16 Mbit Bank

EBS IBS row address column address

4928 2726;544 43222120 19181716 15141|31|2 111098 76‘.44 3210

Internal Request Address
16 Mbit Bank
EBS IBS

| row address column address
44 232221;0 19181716 15141312 11109'8 I76 54 32 1|0

Address from CPU
64 Mbit Bank

EBS IBS row address column address

4928 2172134524 23222120 19181716 15141|31|2 111098 76&4 3210

Internal Request Address
64 Mbit Bank

EBS IBS row address column address

I
24 23422140 19181716 15141312 11109|8 I7654 321|0

Key -
IBS - Internal Bank Select
EBS - External Bank Select

The previous paragraph describesmthe decode logic determines what
external bank to select. This paragraph describes the method for deter-
mining page crossings and which bank state machine to use irxthe ne
stage of the pipeline. Thewaaddress, along with the internal anxteg-

nal bank bits for prgous requests, areet in a set of gasters which are
referred to as the woregisters. Each rw register corresponds to a bank
state machine. There are founrcegisters (hence four bank state ma-
chines), so the decode logic capktrack of up to four open pages. The
decode logic compares the interngiéenal bank bits of the merequest
with the four rov registers. If there is a match, then the bank state ma-
chine corresponding to thatwaegister is selected. If the werequest
does not match grof the rav registers, one of the voregisters is select-
ed and the gister is updated with the waequest information. If the in-
ternal/external bank bits match one of thewoegisters and the vo bits
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of the nev request match thewobits in that rgister then request is on
the same page otherwise it is not.

6.2.3.4 State Machinesand Issue Logic

6.2.3.5 Bank State Machines

The decode logic passes the request along withxteenal bank selects,

state machine select and same page information to the issue/state ma-
chine stage. The selected bank state machine sequences through the prop-
er states, while the issue logic decodes the state of the bank state machine
into commands that are sent to the SDRAM DIMMS. In addition to the
four bank state machines, there is a state machine dedicated to refresh
and initialization operations. The initialization/refresh state machine se-
guences through special states for initialization and refresh while the four
bank state machines are forced to an idle state. The bank state machines
and the initialization/refresh state machine are discussed in more detail in
the followving sections.

The four bank state machines operate independesuthyect only to con-

flicts for access to the control, address, and data signals. The bank state
machines defult to page mode operation. That is, the autoprgehar
commands are not used, and the SDRAM bank mustdieidy pre-

chaged wheneer there is a non-page-mode random reference. The de-
code state passes the request along with the page information to the
selected state machine which sequences through the proper states. At cer-
tain states, inteal timers are started that inhibit the state machine from
adwancing to the nd state until the SDRAM minimum intea/require-

ments hge been met. The bank state machines operate on one request at
a time. That is, a request sequences throughezjuired prechge and
activation phases and then a read or write phase, at which point it is con-
sidered completed and thexheequest initiated. Finall\{the state of the

four bank state machines is decoded by the issue logic that generates the
SDRAM control signals

There are seeral SDRAM parameters that the state machines mugt obe
These parameteramy slightly from endor to endor but to simplify the

state machines, the most common parameters were chosen and hard cod-
ed into the interal timers. Aly SDRAM that is not compatible with the
parameters listed in the follang table is not supported.

Tr2rp and T2w are additional timing parameters thgplecitly define the
interval between successi read, write, and preclygr commands. These
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parameters insure that succeesiommands do not cause conflicts on the
data signals. While these parameters could bgatemternally by a

state machine sequengcttey are madelicit to simplify the state ma-
chines and use the same timer paradigm as the SDRAM parameters.

Table 6-7 SDRAM Parameters (Banks A and B are in the same external
bank. Bank Cis in a different external bank)
Parameter Value Description
Trc 7 Activate bank A to Actiate bank A
Tras 5 Activate bank A to Prechge bank A
Trp 2 Prechage bank A to Actiate bank A
Trrd 2 Activate bank A to Actiate bank B
Tred 2 Activate bank A to Read bank A
Twp 1 Datain bank A to Prechge bank A
Tr2rp 2 Read bank A to Read or Predpatbank C
Tr2w 6 Read bank A to Write bank A

The flov diagram for the bank state machines isasshm Figure8,

“Bank State Machine Fl@ Diagram, on page21. As you can see from
the diagram, ip, Trrd and Tcd are enforced by design. ThecTTras,
Tr2rp and T2w parameters lva a timer for each of the four bank state
machines. TherRrp and T2w timers are common to all of the four bank
state machines, becauseytlage used to pvent conflicts on the shared
data lines.
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Figure 6-8 Bank State Machine Flow Diagram
Trc
PR or PW or RR or RR andd=0
A
PW and T2w =0

RR or RV and RR or RV and
Tras =0 Tras=0

Key -

PR - Rige Read Prechage

PW - Rage Write
RR - Random Read
RW - Random Write

Refresh

RR or RV and
Tras =0

6.2.3.6 Initialization/Refresh State M achine

As the name suggests, the initialization/refresh state machine das tw
functions, initialization and refresh. The initialization procedure is dis-
cussed first, follwed by the refresh.

After a reset, the initialization/refresh state machine sequences through
the SDRAM initialization procedure, which is a predwto all banks,
followed by a mode set. The issue stage decodes the state of the initial-
ization/refresh state machine into commands that are sent the SDRAM.
After the mode set, the sofane will not touch the memory for at least

120 us so that 8 refreskiates occurThe mode set command programs
the SDRAM mode set gister to a CAS lateryoof 2, lurst length of 1

and a sequential operation type.
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The SDRAM requires that 4096 refresfties occur eery 64 ms. In or-

der to comply with this requirement, there is a refresh client with a.timer
The timer sends out a signakey 27 us which causes the refresh client

to male a request to the arbitd@ihe arbiter treats refresh justdikll the

other clients. When the arbiter determines that the time for the refresh
slot has come, the arbiter passes the refresh request to the decode stage.
The decode stagevialidates all of the m registers and passes the re-

guest onto the state machine/issue stage. When a bank state machine sees
that it is a refresh request, it goes to its idle state. The initialization/re-
fresh state machine sequences through the refresh procedure which is a
prechage to all banks follwed by tw refresh gcles. A refresh com-

mand puts the SDRAM in the automatic refresh mode. An address
countey internal to the dece, increments theavd and bank address

during the refreshycle. After a refreshycle, the SDRAM is in the idle

state, which means that all the pages are closed. Thig/ig is8impor-

tant that the bank state machines are forced to the idle state and the ro
registers are walidated during a refresh request.

The initialization/refresh state machine ey similar in structure to the
bank state machines and has timers to enforce SDRAM parameters. A
Trc timer is used to enforce thecTrequirement between refresftles,

and the outputs from the banka§ timers are used to ensure that the
“prechage all” command does not violateak for ag of the actre

banks.
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Figure 6-9

Initialization/Refresh State Machine Flow Diagram

TrasBO
TrasB1
TrasB2
Tras B3

Meminit =0 or (Refresh =1 and
TrasBO=0and TrasB1=0and TrasB2 =0 and
TrasB3=0)

6.2.4

6.24.1

Data Pipe

The main functions of the data pipe is to move data between the client
and main memory, perform ECC operations and to merge new byte data
from aclient with old data from memory during a read-modify-write op-
eration. Each of these functions is described in detail in the following
sections.

Data Flow

The data pipe has one stage which isin lock-step with the last stage of the
request pipe. When a write request reaches the decode stage, the request
pipe asserts clientres.wrrdy. The clientres.wrrdy signal indicates to the
client that the data on the Memdata2Zmem _in bus has been latched into
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6.2.4.2

the ECC stage of the data pipe. The data is held in the ECC stage and
flows out to the main memory until the request is retired in the request
pipe. Please refer to figuFegurel, “MC Block Diagrant,on page3 for |
a block diagram of the data pipe.

Incoming read data is latched in the data pipgdlthrough the ECC
correction logic and then is latchedaagbefore going on the
MemdataZ2client_outus. The request pipe kws hav mary cycles the

main memory tafs to return read response data. When the read response
data is on the MemdataZ2client_ouwtsbthe request pipe asserts clien-
tres.rdrdy

ECC Logic

The ECC codes chosen for the memory are “single error correcting” and
“double error detecting” codes. Eight bits of ECC codesc®4 bits of

data. Since the memoryord is 256 bits, the ECC logic is composed of
four identical generate, correct and detect units. Each unit handles 64 bits
of data. Please refer to for a highdeview of the ECC logic.

During the ECC stage of the data pipe, ECC is generated and sent to the
memory along with the write data. When read response data is returned,
the ECC logic generates a syndrome based on the incoming ECC and da-
ta. This syndrome is sent to the detect and correct units. Based on the
syndrome, the correct unit corrects the incoming data if there is a single
bit error In parallel, the detect unit determines if there is a single or dou-
ble bit error If there is an errg@ll of the pertinent information is stored

in the MC r@jister file and the processor is informed via an interrupt -- if
the MC interrupt is enabled. If there is an error that can not be corrected,
the ECC logic asserts the error signal that is returned to the client along
with the incorrect read response data.

ECC is alvays generated on writegjtta client can choose to turrf die
detection and correction units on a read by setting the B@dChit to ‘0’
in their read request. If the EC@lIid bit is ‘0’, the syndrome for the in-
coming data is forced to zero, so that data is not corrected predrars
in the data are not detected.

The ECC check bit and replacemergisters are used tekify the ECC

logic. After ary read, the ECC check bitgister contains the ECC check

bits read from memoryf the “use ECC replacement” bit is set in the MC
control regyister the \alue in the ECC replacemengigter is sent to the

main memory as the ECC check bits instead of the ECC check bits gener-
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ated by the hardare. The ECC replacemengigter is only 8 bits wide.
The 8 bits are replicated 4 times to generate 32 bits of ECC for the 256
bit memory vord. Softvare can use the ECC replacemengtster to

place bad ECC in main memory

6.2.4.3 Read-M odify-Write Operation

Read-modify-write operations are necessary when a cligntiswo write

less than 64 bits to an area of memory that is protected by ECC. When

the arbiter sees that the request is a read-modify-write command, it

breaks the command into a read request@tbby a write request. The

read and write requests\talonn the pipe in the normaashion. The

Tr2w timer is adjusted, so that the write is delayed in the ECC stage until
the read data is returned. When read response data appears, the data pipe
uses the mask, prmled by the client, to determine which bytes of the

read data to mge with the ne write data from the client. ECC is gener-

ated for the resulting data, and botiwflout to the memory

One thing to note: during gwrite operation, ¥en during a read-modi-
fy-write operation, the client data mask is sent unaltered to the memory
What this means is the client data mask@nés the meyed corrected

read data from being written to the memaighich means that read-
modify-write operations should not be used to scrub meniowy pur-

pose of a read-modify-write operation is to generate ECC on thgeether
data -- not to nerite or clean the data thataw already in the memory

6.2.5 Error Handling

There are tw types of errors that can occur in the MC, a memory address
error and an ECC erroh memory address error occurs when a request
address does not matchyaof the bank control gasters. An ECC error
occurs when bad data or ECC check bits are read from memory and ECC
is enabled. When either type of error occurs, information about the re-
quest that caused the error is captured irMb@ory Error Satus regis-
ter. This information includes which client made the request, the message
(if the error vas caused by the RE or Mace), and what type of error oc-
curred. The address of the error is captured ilkireory Error Address
register The error rgisters are updated in the fallmg fashion.

First hard error - Both thielemory Error Status register and thélemory Error

Address register are updated.

Second hard error - The multiple error bit in Memory Error Status register is
set.

6/2/97 PROPRIETARY and CONFIDENTIAL



Memory Controller Page 6-26

First soft error and no hard errors - Both khemory Error Satus register and
theMemory Error Address register are updated.

Memory address error and no ECC errors - Bothiviimory Error Satus regis-
ter and theMemory Error Address register are updated.

When an ECC error occurs, the syndrome is captured BQReSyn-
drome register For more information about the ECC syndrome, please
refer to the “R4000 Users Manual”.
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6.2.6 Signals
Table 6-8 Misc. Signals
CrimePin # of

Signal Name Bits Direction | Description

clk sys clk2x 1 in clock

reset_n internal only 1 in reset

Table 6-9 Memory Interface Signals
CrimePin # of

Signal Name Bits Direction | Description

memwrite mem_dir 1 out controls direction of SDMUX
chips - default to write

memdata2mem_out mem_data 256 out memory datafrom client going to
main memory

memdata2client_out | internal only 256 out memory datafrom main memory
going to the client

memmask_out mem_mask 32 out memory mask from client going
to main memory

memdataoe internal only 3 out enable memory data bus drivers

ecc_out mem_ecc 32 out €cc going to main memory

eccmask mem_eccmask | 32 out ecc mask going to main memory

mem_addr mem_addr 14 out memory address

ras n mem_ras n 1 out row address strobe

cas n mem_cas n 1 out column address strobe

we n mem_we n 1 out write enable

csn mem ¢s(3:0) n | 8 out chip selects
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Table 6-10 Client Interface Signals
CrimePin # of
Signal Name Bits Direction | Description
clientreq.cmd internal only 3 in type of request -
1-read
2 - write
4 - rmw
clientreq.adr internal only 25 in address of request
clientreq.msg internal only 7 in message sent with request
clientreq.alid internal only 1 in 1-valid
0 - not\alid
clientreq.ecc internal only 1 in 1-eccisalid
0 - ecc not alid
clientres.gnt internal only 1 out 1 - room in client queue
0 - no room
clientres.wrrdy internal only 1 out 1 - MC is ready for write data
0 - MC not ready for write data
clientres.rdrdy internal only 1 out 1 - valid read data
0 - not \alid read data
clientres.oe internal only 1 out 1 - enable client dver
0 - disable client dvier
clientres.rdmsg internal only 7 out read message sent with read data
clientres.wrmsg internal only 7 out write message sent with wrrdy
memdata2mem_in | internal only 256 in memory data from client going to
main memory
memmask_in internal only 32 in memory mask from client going

to main memory
0 - write byte
1 - dont write byte

memmask_in(0) is matched with
memdata2mem_in(7:0) and so
on.
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Table 6-10 Client Interface Signals
CrimePin # of
Signal Name Bits Direction | Description
memdata2client_out | internal only 256 out memory datafrom main memory

going to the client

Table 6-11 PIO Interface Signals
CrimePin # of
Signal Name Bits Direction | Description
piowr internal only 1 in 1- write
0 - no write
piord internal only 1 in 1-read
0- no read
pioaddr internal only 5 in PIO address
piordrdy internal only 1 out 1 - read response datais valid
0 - read response datais not valid
piowrrdy internal only 1 out 1 - ready for awrite
0 - not ready for awrite
piodata internal only 64 inout PIO data
The PIO interface is described in the cpu interface document.
6.2.7 Registers
The MC registers can only be accessed with double word operations.
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Table 6-12 MC Register Address Mapr
Addr Function
1400 0200 | MC Status/Control
1400 0208 | Bank O Control
1400 0210 | Bank 1 Control
1400 0218 | Bank 2 Control
1400 0220 | Bank 3 Control
1400 0228 | Bank 4 Control
1400 0230 | Bank 5 Control
1400 0238 | Bank 6 Control
1400 0240 | Bank 7 Control
1400 0248 | Refresh Counter
1400 0250 | Memory Error Status
1400 0258 | Memory Error Address
1400 0260 | ECC Syndrome Bits
1400 0268 | ECC Generated Check Bits
1400 0270 | ECC Replacement Check Bits
Table 6-13 MC Status/Control Register

Address crime base + 0x200
Bits Function Read/ Write Reset Value
1 Use ECC Replacement register for ECC check bits R/W 0

instead of hardware generated ECC check hits.

0 - Normal mode

1 - Use ECC Replacement register
0 ECC enable R/W 0

1 - ECC enabled

0 - ECC disabled
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Table 6-14 Bank 0-7 Control Register
Address crime base + 0x208 to 0x240
Bits Function Read/ Write Reset Value
8 SDRAM size R/W 0
0 - 16 Mbit
1 - 64 Mbit
75 Resered R 0
4:0 This field is compared with the request address to | R/W bank 0-0
determine which of the &ternal banks to select. bank 1 - 1
16 Mbit - bits 4:0 are compared with request address bank 2 - 2
bits 29:25.
. . ) bank 3-3
64 Mbit - bits 4:2 are compared with request address
bits 29:27. bank 4 - 4
bank 5 -5
bank 6 - 6
bank 7 -7
Table 6-15 Refresh Counter Register
Address crime base + 0x248
Bits Function Read/ Write Reset Value
10:0 | Refresh countalue R/W count\alue

Table 6-16 Memory Error Status Register
The bits in theMlemory Error Status register are set by the hardve and
cleared by softare. A memory error sets the memory error interrupt bit
in theHardware Interrupt register All bits are actre high.
Address crime base + 0x250
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Bits Function Read/ Write Reset Value
27 Invalid Memory Address during aRMW R/W 0
26 Invalid Memory Address during awrite R/W 0
25 Invalid Memory Address during aread R/W 0
24 Memory ECC read error during aread-mod- | R/W 0
ify-write operation
23 Memory ECC read error R/W 0
22 Multiple hard errors R/W 0
21 Hard error R/W 0
20 Soft error R/W 0
19 Reserved R/W 0
18 CPU access R/W 0
17 VICE access R/IW 0
16 GBE access R/W 0
15 RE access R/W 0
14:8 RE source ID R/IW 0
7 MACE access R/W 0
6:0 MACE source ID R/W 0
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Table 6-17 Memory Error Address Register.
Address crime base + 0x258
Bits Function Read/ Write Reset Value
29:.0 Address of error R 0
Table 6-18 ECC Syndrome Bits
Address crime base + 0x260
Bits Function Read/ Write Reset Value
31:24 | ECC syndrome hits for bits 255:192 of the R 0
256 bit memory word
23:16 | ECC syndrome hits for bits 191:128 of the R 0
256 bit memory word
15:8 ECC syndrome bits for bits 127:64 of the R 0
256 bit memory word
7.0 ECC syndrome bits for bits 63:0 of the 256 | R 0
bit memory word
Table 6-19 ECC Generated Check Bits
Address crime base + 0x268
Bits Function Read/ Write Reset Value
31:24 | ECC check bitsfor bits 255:192 of the256 | R 0
bit memory word
23:16 | ECC check bitsfor bits 191:128 of the 256 R 0
bit memory word
15:8 ECC check bitsfor bits 127:64 of the 256 bit | R 0
memory word
7.0 ECC check bits for bits 63:0 of the 256 bit R 0
memory word
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Table 6-20 ECC Replacement Check Bits
If the Use Replacement Check bit is set in the Memory Controller Status/
Control register, the bits from the following register are used as the ECC
check bitsinstead of the hardware generated check bits.
Address crime base + 0x270
Bits Function Read/ Write Reset Value
7.0 This byte isreplicated four timesto create R/W 0
the 32 check bits for the 256 bit memory
word.
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CHAPTER 7

Rendering Engine

7.1 Rendering Engine Overview

To be updated to more completely describe the CRIME 1.1 Rendering
Engine functionality.

No changes to the Rendering Engine are anticipated for the CRIME 1.5
revision.

7.2 Introduction

The CRIME Rendering Engineisa 2D and 3D graphics coprocessor
which accelerates X and OpenGL rasterization for Moosehead. It re-
ceives rendering parameters from the host and renders directly to frame-
buffers stored in system memory. The rendering engine isintegrated into
the CRIME ASIC and istightly connected to the CPU interface and
memory controller subsystems also in CRIME. A high level block dia-
gram of CRIME is shown in Figure 1.

%% SiliconGraphics

Computer Systems
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Figure 7-1 CRIME Block Diagram
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The rendering engine supports the failog features and functions:
. 8-bit, 12-bit color inde pixels and 8-bit, 16-bit, and 32-bit
RGB(A) pixels

. 64k x 64k piel address space for X adl x 4k pixel address
space for OpenGL

. Virtual to ptysical address translationffers for rendering and ac-
cess to dynamically allocated pbtuffers in system memory

. Rasterization of X and OpenGL points, lines, triangles, and rectan-
gles as basic rendering primgs with 6-bit subpigl precision for
OpenGL rasterization

. Window-relatve addressingnd windav clipping support through
screen masks and clip I’

. OpengGL scissor testing

. Line and rectangle stippling and patterning

. Gouraud shading of line and triangle privets

. Texture mapping - 1D and 2D, mip-mapped, filtered
. Fog interpolation and application

. Line antialiasing ceerage generation and generat@age appli-
cation

. OpenGL alpha test functions

. OpenGL alpha blending functions and ops

. Dithering for 8-bit and 16-bit RGB pets

. Logic ops

« Color tuffer plane masking

« 24-bit depth bffer interpolation and depth testing
.  8-bit stencil liffer testing

. Pixel DMA with format cowersion and intgral zooms through the
rendering pipeline

. Memory bandwidth block clear and gopperations

Moosehead has no dedicated graphics memdiryendering engine pix-

el buffers (color depth, stencil, tdure) are allocated in system memory
and the rendering engine accesses thest piffers across Moosehead’
high-bandwidth memory dataib. Furtherthe rendering engine imple-
ments a virtual framebifer rendering model which alles pixel buffers

to be allocated in tiles which may be scattered throughout system memo-

ry.
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System memory isimplemented using synchronous DRAM (SDRAM)
accessed via a 256-bit wide memory data bus cycled at 66MHz. There-
fore, the Moosehead memory system provides a peak data bandwidth of
2.133 Gb/s.

The rendering engineis aso cycled at 66MHz and operates synchronous-
ly to the memory system. The rendering engine shares the memory sys-
tem with the other Moosehead memory system clients, namely the CPU,
the graphics back-end (GBE) subsystem, the MACE subsystem, and the
VICE coprocessor. The rendering engine issues its memory access re-
guests to the Moosehead memory controller which also residesin
CRIME. The memory controller arbitrates requests from the various
memory clients and handles the memory bus protocol. Since the render-
ing engine shares the memory system with other clients, rendering engine
performance will vary as afunction of the load on the memory system.

The rendering engine accelerates only the rasterization of geometric
primitivesinto the frame buffer. All operations prior to rasterization, such
as vertex transforms, lighting, texture coordinate assignments, and primi-
tive plane equation set-up, must be performed by the host processor. The
rendering engine does not perform any aspect of the the image display
process, which involves fetching and trand ating visible pixels from
memory for display refresh. In Moosehead, image display is controlled
entirely by the graphics back-end (GBE) subsystem, which .

The rendering engineislogicaly partitioned into four major functional
units: the host interface, the pixel pipeline, the memory transfer engine,
and the memory request unit. The host interface controls reads and writes
from the host to the programming interface registers. The pixel pipeline
implements the rasterization set-up and rendering pipeline to the frame-
buffer. The memory transfer engine performs memory bandwidth byte-
aligned clears and copies on both linear buffers and framebuffers. The
memory request unit arbitrates between requests from the pixel pipeline
and performs the virtual to physical address trandlation and queues up
memory requests to be issued to the memory controller. Figure 2 shows
the high-level partioning of the rendering engine.
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Figure 7-2 Rendering engine block diagram
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7.3 Programming Interface Specification

The rendering engine presents the host with a set of 32-bit or 64-bit pro-
gramming rgisters. The host must directly write to thegggsters to pro-
gram rendering engine state or initiate rendering operations.

7.3.1 Register Definitions

The rendering engineggsters are grouped into &vogical sets. These
register sets are:

. Interface luffer registers

. TLB registers

. Pixel pipeline rgisters

« MTE registers

. Status rgister

Each rgister set is placed within itsvm 4kb address space.
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Figure 7-3 Rendering engine address space partitioning

Base: 0x015000000

+0x0
Interface Buffer Registers
kernel space
+0x1000
TLB Registers
kernel space
+0x2000
Pixel Pipe Registers
user space
+0x3000
MTE Registers
user space
+0x4000
Status Registers
user space

7.3.1.1 Interface Buffer Registers

Table 7-1 Interface Buff er register ad dress map
Offset Register Size R/W Description
0x0 IntfBuf.data] 128] 64 R/W || interface buffer register data RAM
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Table 7-1 Interface Buffer register address map
Offset Register Size R/W Description
0x200 IntfBuf.addr[128] 64 R/W || interface lufferregister address RAM
0x400 IntfBuf.ctl 32 W interface luffer control parameters
7.3.1.2 TLB Registers
The TLB performs the translation from franufier, texture, or linear vir-
tual addresses to psical memory addresses. The TLBisters hold the
base addresses of the 64kb tiles and 4kb linear pages.
Table 7-2 TLB register address map
Offset Register Size || Type || R/IW Description
0x0 TLB.fhA[64] 64 G R/W || framehuffer 64kb tile TLB A
0x200 TLB.fbB[64] 64 G R/W || frameluffer 64kb tile TLB B
0x400 TLB.fhC[64] 64 G R/W || frameluffer 64kb tile TLB C
0x600 TLB.tex[28] 64 G R/W || texture map 64kb tile TLB
0x6e0 || TLB.cid[4] 64 G || RW || clip ID 64kb tile TLB
0x700 TLB.linearA[16] 64 G R/W || linear 4kb page TLB A
0x780 TLB.linearB[16] 64 G R/W || linear 4kb page TLB B

7313

Pixel Pipeline Registers

The pixel pipe rgisters specify and control the operation of thelpias-
terization pipeline. There are tvelasses of ped pipe rgisters - global
and non-global. Global gésters are not updated until all pig are
flushed from the pipeline to memoiyon-global rgisters are loaded as
soon as the lggnning of the pipeline is idle.ypically, the global rgis-
ters set-up draing context which would apply to multiple primities and
the non-global mgisters vould typically be updated per prinvié.
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Table 7-3 Pixel Pipeline register ad dress map

Offset Register Size || Type || R/IW Description

0x000 || BufMode.src 32 G R/W || pixel transfer source color buffer and
pixel formats

0x008 || BufMode.dst 32 G R/W || destination color buffer and pixel formats

0x010 || ClipMode 32 G R/W || window clipping mode bits

0x018 || DrawMode 32 G R/W || rendering mode enable bits

0x020 | SerMasx[0] 64 | G || RW Il framebuffer-relative (XinYmin) ad
(Xmax:Ymax) Of screen mask O

0x028 || SerMask[1] 64 | G || RW Il framebuffer-relative (XinYmin) ad
(Xmax:Ymax) Of screen mask O

0x030 || SerMask[2] 64 | G || RW Il framebuffer-relative (XinYmin) ad
(Xmax:Ymax) Of screen mask O

0x038 || SerMask[3] 64 | G || RW Il framebuffer-relative (XinYmin) ad
(Xmax:Ymax) Of screen mask O

0x040 || SerMask[4] 64 | G || RW Il framebuffer-relative (XinYmin) ad
(Xmax:Ymax) Of screen mask O

0x048 || Scissor 64 | G || RW Il window-refative (Xin,Ymin) and
(Xmax:Ymax) Of GL scissor rectangle

0x050 || WinOffset.src 32 G RIW 1| source framebuffer window offset
(Xoffset:Yoffset) TOr translation from
window-relative to framebuffer-relative
coordinates

0x058 || WinOffset.dst 32 || G || RW Il gestination framebuffer window offset
(Xoffset:Yoffset) TOr translation from
window-relative to framebuffer-relative
coordinates

0x060 || Primitive 32 NG w geometric primitive op-code

0x070 Vertex.X[0] 32 NG w (Xg,Yo) vertex for X primitive

0x074 Vertex.X[1] 32 NG w (Xq,yq) vertex for X primitive

6/2/97 SiliconGraphics
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Table 7-3 Pixel Pipeline register address map

Offset Register Size || Type || R/IW Description

0x078 Vertex.X[2] 32 NG w (X5,Y») vertex for X primitive

0x080 32 NG w Xg Vertex coordinate for GL primitie.
Vertex.GL[0].x 13.6 fixed point alue.

0x084 32 NG w Yo vertex coordinate for GL primitie.
Vertex.GL[O].y 13.6 fixed point @alue.

0x088 32 NG w X; vertex coordinate for GL primitie.
Vertex.GL[1].x 13.6 fixed point alue.

0x08c 32 NG w y1 vertex coordinate for GL primitie
Vertex.GL[1].y 13.6 fixed point alue.

0x090 32 NG w X, vertex coordinate for GL primitie
Vertex.GL[2].x 13.6 fixed point alue.

0x094 32 NG w y» vertex coordinate for GL primitie
Vertex.GL[2].y 13.6 fixed point alue.

0x0a0 32 NG w pixel transfer framelifer or linear
PixelXfer.src.addr source bffer start address

0x0a8 32 NG w pixel transfer sourceuffer x-direction
PixelXfer.src.xStep step size

Ox0ac 32 NG w pixel transfer sourceuffer y-direction
PixelXfer.src.yStep step size

0x0b0 32 NG w pixel transfer linear destinatiomufier
PixelXfer.dst.linAddr starting address

0x0b4 32 NG w pixel transfer linear destinatiorufier
PixelXfer.dst.linStride stride ofset

0x0c0 Stipple.mode 32 NG R/W || stipple mode

0x0c4 Stipple.pattern 32 NG R/W || 32-bit stipple pattern

0x0dO || Shade.fgColor 32 NG w flatshade or forground color

0x0d8 || Shade.bgColor 32 G R/W || background color for opaque stippling

0x0e0 || Shade.R 32 NG w initial red componentalue for color

interpolation
9.12 two's complement fied point alue
PROPRIETARY and CONFIDENTIAL 6/2/97
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Table 7-3 Pixel Pipeline register ad dress map
Offset Register Size || Type || R/IW Description
0x0e4 || Shade.G 32 NG w initial green componentalue for color
interpolation
9.12 two's complement fied point alue
0x0e8 || Shade.B 32 NG w initial blue componentalue for color
interpolation
9.12 two's complement fied point alue
0x0ec || Shade.A 32 NG w initial alpha componentalue for color
interpolation
9.12 two's complement fied point alue
0x0f0 Shade.drdx 32 NG w dR/dx slope for color interpolation
9.12 two's complement fied point alue
0x0f4 Shade.dgdx 32 NG w dG/dx slope for color interpolation
9.12 two's complement fied point alue
0x0f8 Shade.drdy 32 NG w dR/dy slope for color interpolation
9.12 two's complement fied point alue
0x0fc Shade.dgdy 32 NG w dG/dy slope for color interpolation
9.12 two's complement fied point alue
0x100 || Shade.dbdx 32 NG w dB/dx slope for color interpolation
9.12 two's complement fied point alue
0x104 || Shade.dadx 32 NG w dA/dx slope for color interpolation
9.12 two's complement fied point alue
0x108 || Shade.dbdy 32 NG w dB/dy slope for color interpolation
9.12 two's complement fied point alue
0x10c || Shade.dady 32 NG w dA/dy slope for color interpolation
9.12 two's complement fied point alue
0x110 || Texture.mode 32 G R/W || texturing mode bits
0x118 || Texture.format 64 G R/W || texture map coordinate formats
0x120 || Texture.SQ 64 NG W initial s/w value for homogeneousieire
coordinate interpolation
36.12 two’s complement figd point
value
6/2/97 SiliconGraphics
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Table 7-3

Pixel Pipeline register address map

Offset

Register

Size

Type

R/W

Description

0x128

Texture. TQ

64

NG

initial t/w value for homogeneousdeire
coordinate interpolation

36.12 two’s complement fied point
value

0x130

Texture.QQ

32

NG

initial 1/w value for homogeneousxte
ture coordinate interpolation

18.12 two’s complement fied point
value

0x138

Texture.dsqdx

64

NG

d(s/w)/dx slope for homogeneousgtiere
coordinate interpolation

36.12 two’s complement fied point
value

0x140

Texture.dsqdy

64

NG

d(s/w)/dx slope for homogeneousgtiere
coordinate interpolation

36.12 two’s complement fied point
value

0x148

Texture.dtgdx

64

NG

d(t/w)/dx slope for homogeneousteare
coordinate interpolation

36.12 two’s complement fied point
value

0x150

Texture.dtqdy

64

NG

d(t/w)/dx slope for homogeneousteare
coordinate interpolation

36.12 two’s complement fied point
value

0x158

Texture.dqdx

32

NG

d(1/w)/dx slope for homogeneoustigre
coordinate interpolation

18.12 two’s complement fied point
value

0x15c

Texture.dqdy

32

NG

d(1/w)/dx slope for homogeneoustigre
coordinate interpolation

18.12 two’s complement fied point
value

0x160

Texture.borderColor

32

R/W

texture border color

0x168

Texture.ewColor

32

R/W

texture enironment color

0x170

Fog.color

32

R/W

RGB fog color

Computer Systems
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Table 7-3 Pixel Pipeline register ad dress map

Offset Register Size || Type || R/IW Description

0x178 || Fog.Ky 32 NG w initial fog blending &ctor \alue
9.12 two's complement fied point alue

0x180 || Fog.dfdx 32 NG w df/dx slope for fog blendingattor inter-
polation
9.12 two's complement fied point alue

0x188 || Fog.dfdy 32 NG w df/dy slope for fog blendingattor inter-
polation
9.12 two's complement fied point alue

0x190 || Antialias.line 32 NG w slope of ideal line and ideal line starting
minor coordinate for antialiasing
2.12 two’s complement fied point alue
for both slope and ideal line coordinate

0x194 || Antialias.cov 32 NG w start and end endpoint\erage alues
for antialiasing
7-bit coverage alues

0x198 || AlphaTest. 32 R/W || alpha test function

0x1a0 || Blend.constColor 32 G R/W || blend RGB\ constant color

0x1a8 || Blend.func 32 G R/W || source and destination blending func-
tions

0x1b0 || LogicOp 32 R/W || logic op \alue

0x1b8 || ColorMask 32 G R/W || color tuffer plane mask

0x1cO || Depth.func 32 G R/W || depth test function

0x1c8 || Depth.Z 64 NG w initial z value for depth interpolation
25.12 two’s complement fied point
value

0x1d0 || Depth.dzdx 64 NG w dz/dx slope for depth interpolation
25.12 two’s complement fied point
value

0x1d8 || Depth.dzdy 64 NG w dz/dy slope for depth interpolation
25.12 two’s complement fied point
value

0x1e0 || Stencil.mode 32 G R/W || stencil test parameters

6/2/97

PROPRIETARY and CONFIDENTIAL % SiliconGraphics

Computer Systems



CRIME 1.5 SPEC Rendering Engine Page 7-14
Table 7-3 Pixel Pipeline register address map
Offset Register Size || Type || R/IW Description
0x1e8 || Stencil.mask 32 G R/W || stencil uffer bit mask
0x1f0 PixPipeNull 32 NG w null register
0x1f8 PixPipeFlush 32 G W pipeline flush command
PROPRIETARY and CONFIDENTIAL 6/2/97
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7.3.1.4 BufMode Registers

Table 7-4 BufMode .src register f ormat

Bits Name Description

31:13 | reserved

12:10 | bufType Indicates whether the source buffer isatiled or linear buffer and which TLB
maps the source buffer.

0: tiled buffer - framebuffer TLB A
1: tiled buffer - framebuffer TLB B
2: tiled buffer - framebuffer TLB C
3: reserved

4: linear buffer - linear TLB A

5: linear buffer - linear TLB B

6: reserved

9:8 bufDepth Indicates the source buffer word depth, which must be greater than or equal
to the source buffer pixel depth..

0: 8-hit buffer
1: 16-bit buffer
2: 32-bit buffer

74 pixType Indicates the source buffer pixel format.
0:Cl

1: RGB

2: RGBA

3: ABGR

4-14: reserved

15: YCrCb

3.2 pixDepth Indicates the source buffer pixel depth, which must be less than or equal to
the source buffer word depth..

0: 8-hit
1: 16-bit
2: 32-hit

1 doublePix Indicates that each word of the source buffer is split into afront and back
half for double buffering

0 doublePixSel If doublePix is set, thisbit indicates which half of the buffer word is selected
for drawing.
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Table 7-5 BufMode.dst register format

Bits Name Description

31:13 | reserved

12:10 | bufType Indicates whether the source buffer isatiled or linear buffer and which TLB
maps the source buffer.
0: tiled buffer - framebuffer TLB A
1: tiled buffer - framebuffer TLB B
2: tiled buffer - framebuffer TLB C
3: reserved
4: linear buffer - linear TLB A
5: linear buffer - linear TLB B
6: reserved

9:8 bufDepth Indicates the buffer word depth.
0: 8-bit buffer
1: 16-bit buffer
2: 32-bit buffer

74 pixType Indicates the source or destination pixel format.
0: Cl
1: RGB
2: RGBA
3: ABGR
4-14: reserved
15: YCrCb (BufMode.src only)

3.2 pixDepth Pixel depth.
0: 8-hit
1: 16-bit
2: 32-hit

1 doublePix Indicates that each word of the color buffer is split into afront and back half
for double buffering

0 doublePixSel | If doublePix isset, thishit indicates which half of the buffer word is selected
for drawing.

PROPRIETARY and CONFIDENTIAL 6/2/97
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7.3.1.5 ClipMode Register

Table 7-6 ClipMode register f ormat
Bits Name Description
31:12 | reserved
11 enCid 0/1: disable/enable clip ID testing
10 cidM apSel 0/1: disable/enable clip ID testing
9 enScrMask0 0/1: disable/enable screen mask 0 testing
8 enScrMask1 0/1: disable/enable screen mask 1 testing
7 enScrMask2 0/1: disable/enable screen mask 2 testing
6 enScrMask3 0/1: disable/enable screen mask 3 testing
5 enScrMask4 0/1: disable/enable screen mask 4 testing
4 scrMaskM ode0 0: passonly if pixel is outside screen mask 0
1: passonly if pixel isinside screen mask 0
3 scrMaskM odel 0: passonly if pixel is outside screen mask 1
1: passonly if pixel isinside screen mask 1
2 scrMaskM ode2 0: passonly if pixel is outside screen mask 2
1: passonly if pixel isinside screen mask 2
1 scrMaskM ode3 0: passonly if pixel is outside screen mask 3
1: passonly if pixel isinside screen mask 3
0 scrMaskM oded 0: passonly if pixel is outside screen mask 4
1: passonly if pixel isinside screen mask 4
6/2/97 PROPRIETARY and CONFIDENTIAL SiliconGraphics
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7.3.1.6 DrawMode Register
Table 7-7 DrawMode register format
Bits Name Description
31:24 | reserved
23 enNoConflict 0/1: enable/disable read/write cohengnonflict checking
22 enGL 0: disable GL mode / enable X mode
1: enable GL mode / disable X mode
21 enPixelXfer 0/1: disable/enable p&k pipeline transfers
20 enScissorest 0/1: disable/enable scissor testing
19 enLineStipple 0/1: disable/enable line stippling
18 enPolyStipple 0/1: disable/enable polygon stippling
17 enOpagStipple 0/1: disable/enable opaque stippling
16 enShade 0/1: flatshade/smooth shade
15 enTexture 0/1: disable/enable xture mapping
14 enFog 0/1: disable/enable fog
13 enCoverage 0/1: disable/enable werage application for points and rectangles
12 enAntialiasLine 0/1: disable/enable line antialiasing
11 enAlphaTest 0/1: disable/enable alpha test
10 enBlend 0/1: disable/enable alpha blending
9 enDither 0/1: disable/enable RGB dithering
8 enLogicOp 0/1: disable/enable logic ops
7 enColorMask 0/1: disable/enable colouffer bit masking
6:3 enColorByteMask | 0/1: disable/enable colouffer byte masking
2 enDepthTest 0/1: disable/enable depth test
1 enDepthMask 0/1: disable/enable deptluffer masking
0 enStencilTest 0/1: disable/enable stencil test
PROPRIETARY and CONFIDENTIAL 6/2/97
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7.3.1.7 Primitive Register

Table 7-8 Primitive register f ormat
Bits Name Description
31:24 | opCode Indicates type of geometric primitive to be rendered through the pixel
pipeline
0: point
1: line
2: triangle
3: rectangle
4-255: reserved
23:19 | reserved
18 lineSkipLastEP Indicates whether the ending vertex pixel of an X line should be ren-
dered or skipped
0: render line endpoint pixel
1: skip line endpoint pixel
17:16 | edgeType Indicates the triangle or rectangle traversal direction during rasterization
0: traverse |eft to right, bottom to top
1: traverseright to left, bottom to top
2: traverse | eft to right, top to bottom
3: traverse right to left, top to bottom
15:0 linewidth Indicates the subpixel line width/2
7.3.1.8 WinOffset Register
Table 7-9 WinOffset register f ormat
Bits Name Description
316 | x x-coordinate offset for translation from window-relative to framebuffer-
relative coordinates
6/2/197
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Table 7-9 WinOffset register format
Bits Name Description
150 y x-coordinate offset for translation from window-relative to framebuffer-
relative coordinates
7.3.1.9 Scissor Register

Table 7-10 Scissor register format

Bits Name Description

63:48 | min.x Window x-coordinate of |eft inclusive edge of scissor rectangle

47:32 | miny Window y-coordinate of top inclusive edge of scissor rectangle

31:16 | max.x Window x-coordinate of right exclusive edge of scissor rectangle

15:0 max.y Window y-coordinate of bottom exclusive edge of scissor rectangle

7.3.1.10ScrMask Registers

Table 7-11 ScrMask register format

Bits Name Description

63:48 | min.x Framebuffer x-coordinate of |eft inclusive edge of scissor rectangle

47:32 | miny Framebuffer y-coordinate of top inclusive edge of scissor rectangle

31:16 | max.x Framebuffer x-coordinate of right exclusive edge of scissor rectangle

15:0 max.y Framebuffer y-coordinate of bottom exclusive edge of scissor rectangle

% SiliconGraphics PROPRIETARY and CONFIDENTIAL 6/2/97
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7.3.1.11Stipplemode Register

Table 7-12 Stipple .mode register f ormat
Bits Name Description
31:29 | reserved
28:24 | index starting 32-bit stipple pattern index [0-31]
23:20 | reserved
20:16 | maxlndex maximum 32-bit stipple pattern index [0-31]
15:8 repeatCnt pattern index repeat count [0-255]
7.0 maxRepeat maximum pattern index repeat count [0-255]
7.3.1.12Shade Registers
Bits Name Description
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7.3.1.13Texture Registers

Table 7-13

Texture.mode register

Bits

Name

Description

31:25

reserved

24

tiled

Indicates that the x¢éure map is in the subtiled format

0: not suhted texture map
1: subtiled tgture map

23:20

texel Type

Indicates type of teel

: resered

RGB

RGBA

: resered

RGBA4

: ALPHA

INTENSITY

: LUMINANCE

: LUMINANCE_ALPHA

19:18

texelDepth

Indicates tgel depth
0: resered

1: 16-bit texel

2: 32-bit texel

17:14

mapL evel

Indicates base xéure map leel

13:10

maxL evel

Indicates maximum mipmapvel

9:7

minFilter

texture minification filter mode

: NEAREST

: LINEAR

: NEAREST_MIPMAP_NEAREST
: LINEAR_MIPMAP_NEAREST

: NEAREST_MIPMAP_LINEAR

: LINEAR_MIPMAP_LINEAR

o b WO N PP O

magFilter

Indicates tgture magnification filter mode
0: NEAREST
1: LINEAR
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Table 7-13 Texture .mode register
Bits Name Description
5:4 wrapS Indicates wrap mode for s coordinate
0: CLAMP
1. REPEAT
2: CLAMP_TO_EDGE
3: CLAMP_TO_BORDER
3.2 wrapT Indicates wrap mode for t coordinate
0: CLAMP
1. REPEAT
2: CLAMP_TO_EDGE
3: CLAMP_TO_BORDER
1.0 func Indicates texture application function
0: MODULATE
1. DECAL
2: BLEND
3. REPLACE
Table 7-14 Texture .format register
Bits Name Description
63:48 | reserved
47:44 | uShift
43:.40 | vShift
39:36 | uWrapShift
35:32 | vWrapShift
31:16 | ulndexMask
15:0 | vindexMask
6/2/97 PROPRIETARY and CONFIDENTIAL
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7.3.1.14Antialias Registers
Bits Name Description
31:16 | dope slope of the line as a 2.14d% complement fied point walue
15:0 | ideal ideal line starting minor coordinate as a 2.14'sicomplement fied
point value
7.3.1.15AlphaTest Register
Bits Name Description
31:12 | reserved
11:8 | func alpha test function:
0: NEVER
1: LESS
2: EQUAL
3: LEQUAL
4: GREAER
5: NOTEQUAL
6: GEQUAL
7: ALWAYS
7:0 ref alpha test comparison referenedue
7.3.1.16Blend Registers
Bits Name Description
31:12 | reserved
PROPRIETARY and CONFIDENTIAL 6/2/97
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Bits

Name

Description

11:8

op

blend op:

0: ADD

1: MIN

2: MAX

3: SUBTRACT

4: REVERSE_SUBTRACT

74

Src

source blend function:

: ZERO

ONE

: DST_COLOR

: ONE_MINUS DST_COLOR

: SRC_ALPHA

: ONE_MINUS_SRC_ALPHA

: DST_ALPHA

: ONE_MINUS DST_ALPHA

: CONSTANT_COLOR

: ONE_MINUS _CONSTANT_COLOR
10: CONSTANT_ALPHA

11: ONE_MINUS CONSTANT_ALPHA
12: SRC_ALPHA_SATURATE

© 00 N O g b~ W NP O

3.0

dst

destination blend function:

: ZERO

: ONE

: SRC_COLOR

: ONE_MINUS SRC_COLOR

: SRC_ALPHA

: ONE_MINUS_SRC_ALPHA

: DST_ALPHA

: ONE_MINUS DST_ALPHA

: CONSTANT_COLOR

: ONE_MINUS_CONSTANT_COLOR
10: CONSTANT_ALPHA

11: ONE_MINUS CONSTANT_ALPHA

© 00 N o g b~ W DN P O
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7.3.1.17L ogicOp Register
Bits Name Description
7.3.1.18Depth Registers
Bits Name Description
7.3.1.19Stencil Registers
Bits Name Description
6/2/97
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Bits Name Description
7.3.2 Memory Transfer Engine Registers
Table 7-15 MTE Register s
Offset Register Size || Type || R/IW Description
0x00 MTE.mode 32 G R/W | MTE transfer mode
0x08 MTE.byteMask 32 G R/W | 32-bit byte mask
0x10 MTE.stippleMask 32 NG W 32-hit stipple mask
0x18 MTE.fgValue 32 R/W | clear value
0x20 MTE.srcO 32 R/W | source buffer framebuffer or linear start
address
0x28 MTE.srcl 32 G R/W | source buffer framebuffer or linear start
address
0x30 MTE.dstO 32 NG W destination bufferframebuffer or linear
start address
0x38 MTE.dst1 32 NG W destination buffer framebuffer or linear
end address
6/2/97 PROPRIETARY and CONFIDENTIAL
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Table 7-15 MTE Registers
Offset Register Size || Type || R/IW Description
0x40 MTE.srcYStep 32 G R/W | source frameliffer y stride alue
0x48 MTE.dstYStep 32 G R/W | destination framalffer y stride alue
0x70 MTE.null 32 NG W null register
0x78 MTE.flush 32 G w MTE flush command
7.3.2.1 MTE.mode Register
Bits Name Description
31:12 | reserved
11 opCode Indicates MTE operation:
0: clear destinationuffer
1: copy from source bffer to destination uffer
10 enStipple 0/1: enable/disable stipple pixmask application during clear opera-
tions
9:8 pixDepth Pixel depth used
0: 8-bit
1: 16-bit
2: 32-bit
3: resered
75 srcBufType Indicates whether the sourcefter is a tiled or linearudfer and which
TLB maps the sourceuffer.
0: tiled huffer - frameloffer TLB A
1: tiled tuffer - frameloffer TLB B
2: tiled huffer - frameloffer TLB C
3: tiled huffer - texture TLB
4: linear lyffer - linear TLB A
5: linear lffer - linear TLB B
6: tiled huffer - clipID TLB
7: resered
PROPRIETARY and CONFIDENTIAL 6/2/97

%% SiliconGraphics

Computer Systems



CRIME 1.5 SPEC

Programming Interface Specification Page 7-29

Bits

Name

Description

4:2

dstBufType

Indicates whether the destinatiounffler is a tiled or linear uffer and
which TLB maps the destinatiomffer.

: tiled kuffer - frameluffer TLB A
: tiled huffer - frameliffer TLB B
: tiled kuffer - framelnffer TLB C
: tiled huffer - texture TLB

: linear luffer - linear TLB A

. linear luffer - linear TLB B

: tiled kuffer - cliplD TLB

: resered

~N o o~ N P O

srcECC

perform ECC when reading from sourasfbr

dstECC

perform ECC when writing to destinationffer

7.3.3 Host Interface

7.3.3.1 Interface Buffer

To balance the hostgister write issue rate with the rate at which the ren-
dering engine can retiregister writes, in which the host issues writes
faster than the rendering engine retires them, host writes to rendering en-
gine ra@isters are stored in a ringfter called thehost interface buffer.

read out of the inteace luffer in FIFO order

It is important that the inteate luffer not overflov when the host issues
writes faster than the rendering engine can retire them. The host can
avoid overflows by examining the intedice luffer FIFO level indicated in
the intfBufLevel field Status mgister to determine if theulffer has suf-
cient space to hold the parameters for the set of primitves. Havever,
the performanceverhead of this check may be prohiztifor some
primitives. for this reason, the host intace supports a mechanism to
avoid buffer overflows which requires less monitoring by the host. First,
if the number of entries in theiffer exceeds that indicated in the
stallLevel field of the IntfBufCtlregister the host integce logic stalls
host writes for the number of 66 MHydes indicated in thaallCycle
field of the IntfBufCtl r@ister If the level rises bgond that indicated in
theintLevel field of the IntfBufCtl rgister an interrupt is issued to the
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7.3.3.2

7.34

7341

host. The interrupt handler must then either wait for the level to fall to
some acceptable level by polling the Status register or enable the inter-
face buffer empty interrupt.

The host indicates to the rendering engine that it has completed |oading
the pertinent parameters for executing a primitive by offsetting its last
register write by START_OFFSET bytes. Subsequent writes from the
host do not affect the execution of committed primitives. All primitives
execute in the order they are committed and execute atomically, i.e. they
run to completion and cannot be interrupted.

Therefore, parameters which typcially do not change across multiple
primitives would typically not need to be re-loaded per primitive.

Context Switching

Pixel Buffer Allocation

In Moosehead, a framebuffer comprises a set of rectangular pixel buffers
statically or dynamically allocated in system memory. These pixel buff-
ers may include multiple color buffers, a depth buffer, and a stencil buff-
er. The rendering engine has no inherent notion of whether a color buffer
IS on-screen or off-screen. A framebuffer may be shared by multiple win-
dows or may be allocated per window or pixmap. The rendering engine
supports rendering to framebuffers of up to 2048x2048 pixels.

Framebuffer Tiling

Pixel buffers are partitioned into and allocated as 64kb tiles which may
be allocated non-contiguously throughout system memory. Thesetiles
are arranged as arrays of 128x128x32-bit pixels, 256x128x16-bit pixels
or 512x128x8-hit pixels packed into a physically contiguous 64kb ad-
dress space. Tiles must be begin on 64kb aligned address. Pixel buffers
must be made up of an integral number of tiles. For example, a 200x200
pixel buffer would require four 128x128 pixe tiles. Figure 4 illustrates
framebuffer tiling.

There are two motivations for framebuffer tiling. Oneisthat tiles provide
aconvenient unit for framebuffer memory allocation. By allowing tilesto
be scattered throughout memory, tiling makes the amount of memory
which must be contigously allocated manageable. Additionaly, tiling
provides a means of reducing the amount of system memory consumed
by framebuffers.
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For example, a1024x1024 virtual framebuffer consisting of front and
back RGBA buffers and a depth buffer would consume 12Mb of memory
if fully resident. However, if each 1024x1024 buffer were partitioned into
64 128x128 tiles of which only four tiles contained non-occluded pixels,
only memory for those visible tiles would need to be allocated. In this
case, only 3Mb would be consumed.

Figure 7-4

7.3.4.2

Framebuffer tiling

Framebuffer Address Translation

Since framebuffer tiles may be scattered throughout memory, the RE sup-
ports aframebuffer address tranglation buffer (TLB) to translate frame-
buffer (x,y) addresses into physical memory addresses. ThisTLB is
loaded by the kernel with the base physical memory addresses of thetiles
which compose a color buffer and the stencil-depth buffer of aframe-
buffer.

The framebuffer TLB must have enough entriesto hold the tile base
physical memory addresses of a 2048x2048 pixel color buffer and a
2048x2048 pixel stencil-depth buffer. Therefore, the TLB has 256 entries
for color buffer tiles and 256 entries for stencil-depth buffer tiles.

TBD
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7.3.4.3 Color Buffersand Pixels

The rendering engine supports rendering to color buffers of depth 8, 16,
or 32-bits. Although a framebuffer may comprise multiple color buffers
(front, back, |eft, right, auxiliary, overlay), the rendering engine has no
inherent notion of the type of the color buffer to which it is rendering.

The rendering supports 8-bit and 12-bit color index (Cl) pixels and 8-hit,
16-bit and 32-bit RGB(A) pixels. The possible constants specifying the
color pixel formats and their corresponding color pixel formats are shown

in Figure 5.
Figure 7-5 Color pixel formats
7 0
CI8 Color Index
11 0
Cl12 Color Index
7 4 10
RG3 B2 R B
(332)
15 14 9 4 0
ALRGB5 |A| R B
(1555)
31 23 15 7 0
RGBAS
(8888) R B A
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7.3.4.4 Stencil-Depth Pixels and Buffers

The rendering engine supports 8-bit stencil pixelsand 24-bit depth pixels,
represented by S and Z, respectively. Sand Z pixels are packed into a 32-
bit SZ pixel as shown in Figure 6.

Figure 7-6 SZ pixel format
31 23 0

7.3.4.5 Texelsand Texture Maps

Figure 7-7 Texel formats
15 7 0
LA8 L A
15 14 9 4 0
Al RGB5 A R B
(1555)

15 11 7 3 0

RGBA4 R B A
31 23 15 7 0
RGBAS R B A
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7.3.5 Pixel Rasterization Pipeline
7.3.5.1 Rasterize

Point, line, triangle and rectangle prinés are diciently and rigorously
point sampled and tvarsed by the rasterize unit. This unit iterating and
evaluating a set of lineaadge functions defined by the primiie. The ras-
terize unit traerses all primities in unit steps in either the x or y direc-
tion and after each step issuspping commands which indicate
traversal information to the other stages of theeppipeline.

7.3.5.2 EdgeFunctions

This section presents the arithmetic the rendering engine performs to
point sample and tvarse a primitie. We bayin with the equation of the
line defined by the points §¥/) and (X,Y1):

y=dy/dx*x+b (EQ 1)
where dx = (x-Xg) anddy = (y;-yg). We can re-write (EQ 1)
in the form:

E(x,y) =A*x +B*y+C =0 (EQ 2)
where A = dy, B = -dx,C = b*dx. We refer to E(x,y) as an
edge function. By making the follving substitutions

X= XS +m
y=ys+n

Eg = E(XgYg) Where (xgYg) is some arbitrary starting point
the edge function can be re-written in the form:
E(xy) = E(x+ m, ys+ n) = E + A*m + B*n (EQ 3)

It is clear from this form of the edge function equation that after comput-
ing E, only addition/subtraction of A or B is required i@kiate E(x,y)

after each unit step in the +/- x or y direction, respebti Thisedge

function arithmetic is illustrated inFigure8. |

Computer Systems
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Figure 7-8 Edge function arithmetic
> X
E<-A-B| E<B |EstA-B
E<A Es EstA
Y E-A+B| EgtB |Ec+A+B
y
To determine E we first recall that Egyg) = O since (¥,Yo) is a point
on the line. Then, we makhe follaving substitutions:
Eg=E(XgYg =
E(xg + (XgX0), Yo + (YsY0)) =
E(xoYo) + A*(XsX0) + B*(YsYo) =
A*(xgXg) + B*(YsY0)
So, we find that
Eg= A*(xgXp) + B*(YsY0) (EQ 4)
TBD
7.3.6 Lineand Triangle Scan Conversion
This section gplains hev the edge functions are used to point sample
and traerse the geometric primie. First, we note that a linevities a
plane into tvo half-planes. If E(x,y) represents the edge function of the
line, then it can be sk that E(x,y) > O for all points in one half-plane
which we labek, and E(x,y) < O for all points in the other half-plane
which we labet. For corvenience, we define that points on the line
E(x,y) = 0 belong to the half-plane. Therefore, simply byauating the
sign of the edge function E(x,y) of a particular line at point (x,y), we
can «actly determine on which side of the line that point resides.
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Figure 7-9 Half-planes

E(x,y) >0

E(xy)=0

Each edge of a polygon defines a line and so each eddesda plane

into its avn + and- half-planes. If the edges of an N-sidedwaxpoly-

gon are directed clock-wise around the interior of the polygon, then the
intersection of all N of the half-planes isactly the set of points which
are interior or on the edges of the polygom ifer to this set of points

in the+ half-planes as beingside the polygon. Therefore, ifi&,y) rep-
resents the edge function at (x,y) for edge i of an N-sidedeexqoly-

gon, then (x,y) is>actly inside the polygon if and only if,y) >= 0 for

i =0 to N-1. This is illustrated iRigure 10. |
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Figure 7-10 Triangle repesented as the intersection of three half-planes

Once we have computed the value of the edge functions at any point
(x,y), we can determine if points at unit steps in the +/- x or y directions
from (x,y) are inside the polygon by using edge function arithmetic to
compute the edge function values and then evaluating their signs. There-
fore, by traversing the polygon in unit stepsin the +/- x or y direction, we
can use edge function arithmetic to rigorously point sample the polygon.

TBD
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Figure 7-11 Primitive traversal using edge functions
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Figure 7-12

Line and triangle rasterizer

Pipeline Set-up

l

EdgeO
Steppers

Edgel Edge 2
Steppers Steppers

' ¢

Edge function evaluator

i

Stepping Command

7.3.6.1 Geometric Primitives

TBD

The pixel pipeline rasterizes point, line, triangle, and rectangle primi-
tives. The type of primite to be rasterized is indicated through the op-
Code field of the Primitie register The possible constants specifying
which primitive to rasterize are OPCODE_POINOPCODE_LINE,
OPCODE_TRI, and OPCODE_RECT corresponding to point, line, trian-
gle and rectangle primites, respeciely.

Geometric primitves are specified to the pbpipeline by their (x,y) @r-
tices. Primitves are rasterized &erently depending on whether the ren-
dering engine is in X mode or OpenGL mode.

1. Point Primitve

2. Line Primitive
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Figure 7-13 Line traversal
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3. Triangle Primitve

4. Rectangle Primitie

(x,y) window coordinates of the primite into theRasterize.vertexX
registers for X primitves or theRasterize.vertexGL registers for
OpenGL primitves.

In X mode, the host specifies coordinates as 16-bit unsigieesvin the
range [O, ée). In GL mode, the host specifies coordinates as 13.4 un-
signed fixed point \alues in the range [0:9.

6/2/97

PROPRIETARY and CONFIDENTIAL ﬁ% SiliconGraphics

Computer Systems



CRIME 1.5 SPEC Rendering Engine Page 7-42

In both X and GL mode, coordinate (0,0) corresponds to the upper left
corner of the framelifer. This is consistent with its location in the X
Windows coordinate systenubnot with the OpenGL coordinate system,
which places coordinate (0,0) at thevéy left corner of the frameiffer.
Therefore, the OpenGL wigort matrix must be conditioned to trans-
form vertices to the X \Mdows coordinate system. Rils are assumed to
be square and are sampled at their upper left corner

7.3.7 Plane Equation Arithmetic

This section presents the arithmetic that performeaiious stages of

the pixel pipeline to linearly interpolate a fragment parameter z(x,y) of a
primitive along the plane defined by the prinats (x,y,z) vertex coordi-
nates. The parameter z may represent R, G, B, or A color components,
homogeneous xture coordinates, the fog blendiragtor or the depth
value. & bagin with theplane equation

Z(x,y) = A*x + B*y + C (EQ 5)

By making the follaving substitutions

X=Xs+m
y=Ys+n

Zs = z(Xs,Ys) where (Xs,Ys) is some arbitrary starting point
the plane equation can be re-written in the form
z(Xs +m, Ys + n) =Zs + A*m + B*n (EQ 6)

It is clear from this form of the plane equation thatgiZs, only addi-
tion/subtraction of A (dz/dx) or B (dz/dy) is required v@al@ate z(x,y)

after each unit step in the +/- x or y direction, resgelsti Thisplane
equation arithmetic is illustrated inFigure14. Note that plane equation |
arithmetic has the same form as the edge function arithmetic presented
earlier
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Figure 7-14 Plane equation arithmetic
> X
ZsA-B| ZsB |z+4A-B
ZsA Zg ZA
' ZsA+B| Z 4B |Z+A+B
y
The functional unit that performs plane equation arithmetic is a stepper.
Steppers are essentially adder/subtractor units which respond to stepping
commands from the Rasterize stage.
In order for the rendering engine to perform plane equation arithmetic,
the host must compute and load the plane equation parameters A, B and
Zs. A and B can be determined by solving the following system of simul-
taneous equations:
z0 = z(x0,y0) = A*x0 + B*y0 + C
z1=2z(x1,yl) = A*x1 + B*yl + C
72 =7(x2,y2) = A*x2 + B*y2 + C
where (x0,y0,z0), (x1,y1,z1), and (x2,y2,z2) are the vertex coordi-
nates of the primitive.
The solution yields:
A = ((z1-z0)* (y1-y0) - (z2-z1)* (y2-y1)) / t (EQ7)
B = ((z1-20)* (x1-X0) - (z2-z1)* (x2-x1)) / t (EQ8)
where
t= ((y1y0)* (x2-x1) - (y2-y1)* (x1-x0)) (EQ9)
Zs can be determined as follows:
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73.7.1

Zs =z(Xs,Ys) =

z(x0 + (Xs-x0), y0 + (Ys-y0)) =
z(x0,y0) + A*(Xs-x0) + B*(Ys-y0) =
z0 + A*(Xs-x0) + B*(Ys-y0)

So, we find that

Zs = 20 + A*(Xs-x0) + B*(Ys-y0) (EQ 10)

Flatshading and Smooth Shading

At the start of the pi rasterization pipeline, each fragment of the prim-
itive is assigned a color indler RGB(A) \alue. Primitves are eitheftat-
shadedor smooth shadedor Gouraud shaded)idngle and line
primitives are flatshaded if Dsdlode.enShade = 0 and smooth shaded
otherwise. Point and rectangle primés are avays flatshaded.

1. Flatshading:

When flatshading, thealue in the Shade.fgColorgister is assigned to

all fragments of the primite. For color inde flatshading, the Shade.fg-
Color register should be loaded with the least significant bit-aligned color
index flatshade a&lue. If an 8-bit pirl depth is indicated through the Buf-
Mode.dst.pielDepth field, then a Cl8ale should be loaded into
Shade.fgColor; if a ped depth of 16-bits or 32-bits is indicated, then a
CI12 value should be loaded into Shade.fgCdtor RGBA flatshading,

an RGBA8 value should be loaded into the Shade.fgColgister, re-
gardless of pigl depth.

2. Smooth Shading:

When smooth shading, the col@lwe assigned to the fragment is deter-
mined by linearly interpolating the color inder R, G, B, and A alues
using the plane equation arithmetic described in Se¢t®i. Therefore,
smooth shading requires the host to compute the plane equation arith-
metic parametersyedc/dx, and dc/dywhere ¢ represents color inoer
R,G,B,A walues to be interpolated.

The smooth shade R,G,B,Alues are iterated in parallel using four 21-
bit two’s complement fied point steppers. The host should load the
R,G,B,A plane equation gesters with 9.12 te@’s complementalues.

The 12-bits of fraction are included to maintain precision across a 2k X
2k pixel address range. The 8-bit R,G,B,&ues assigned to the frag-
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ment are generated by truncating the fractional part of the iterated 9.12
values and then clamping the resulting 9-bits to the 8-bit range [0,255].
The clamping hardare @aluates bits 7 and 8 of the 9-bit truncatatiie

to determine whether the color has underéld ([8:7] = ‘11’) or wer-
flowed ([8:7] = “10’). This vorks under the reasonable assumption that it-
erated alues of fragmentsiside the primitve will not overflow or

underflav by more than 127.

Color index smooth shadingalues are iterated on the alpha component
stepperFor 12-bit color inde iteration, the host should load the alpha
component plane equatiorgisters with 12.8 t@'s complement fied

point values. Br 8-bit color inde& iteration, the host should load the al-
pha component plane equatiogisters with 8.12 t@’s complement

fixed point @alues. The color indevalue assigned to the fragment are
generated by simply truncating the fractional part of the iteratie vin
accordance with OpenGL, color indealues are not clamped prior to be-
ing assigned to the fragment.

As stated, the fractional portion of the iterated smooth shaldesare
truncated, not rounded. Mever, by adding 0.5 to each initial coloalv
ue, the host can ensure that the hardwvill assign properly rounded
color values.

TABLE 16.

Shade.r 9.12 | rq

Shade.g 9.12 | g

Shade.b 9.12 | by

Shade.a 9.12 | &

Shade.drdx | 9.12 | dr/dx

Shade.drdy | 9.12 | dr/dy

Shade.dgdx | 9.12 | dg/dx

Shade.dgdy | 9.12 | dg/dy

Shade.dbdx | 9.12 | db/dx

Shade.dbdy | 9.12 | db/dy

Shade.dadx | 9.12 | da/dx

Shade.dady | 9.12 | da/dy
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7.3.7.2 Texture Mapping

The rendering engine supports OpenGL conformant 1-D and 2-D mip-
mapped teture mapping. In particulait supports the follving texture
features:

1kx1k to 1x1 teel texture maps

16-bit and 32-bit teel formats

Clamped and repeating<tares

Nearest and linear mipmapped and non-mipmapped filters
Dynamic teture map leel of detail computation

OpenGL tature application functions

7.3.7.3 Texel Generation
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Figure 7-15 Texel generation pipeline

Coordinate Generation

. Homogeneous
Stepping | gl Coordinate
Command Stepping

* (s'w, t/w, 1/w)

Per spective
Division

¢ (s1)

(u,v) Generation

(u,v)

L evel of Detalil
Computation

+ (u, v, LOD)

. Texel Look-up

* texels

Texel Filtering
Texture texel
Read
Buffer
TBD

7.3.7.4 Coordinate Generation
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Table 7-17 Texture Coordinate Generation
TexGen.sq 36.12 SO
TexGen.tq 36.12 tos
TexGen.q 18.12 Os
TexGen.dsqdx 36.12 dsg/dx
TexGen.dszdy 36.12 dsg/dy
TexGen.dtqdx 36.12 dtg/dx
TexGen.dtqdy 36.12 dtg/dy
TexGen.dqgdx 18.12 dg/dx
TexGen.dqdy 18.12 dg/dy
7.3.7.5 Mip-Map Leve of Detail
Figure 7-16 Mip-map level of detail computation
du/dx = u(x+1,y) - u(x, y)
dv/dx = v(x+1,y) - v(X, y)
- >
A
uix,y) | u(x+1,y)
V(X,y) | v(x+1,y)
du/dy = u(x, y+1) - u(x, y)
dv/dy = v(x, y+1) - v(X, y)
u(x, y+1)
v(x, y+1)
\/
rho = max(du/dx, dv/dx, du/dy, dv/dy)
LOD = logy(rho)
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7.3.7.6 Texel Look-up

TBD

7.3.7.7 Minification and Magnification Filtering

TBD

7.3.7.8 Texture Application

If texture application is enabled, the fragmsrR'GBA color assigned
during shading is modulated or blended with the generatetiseolor

It applies only for RGB(A) pigls. Texture application is enabled or dis-
abled by setting thenTexture field of theDrawMode register to EN-
ABLE or DISABLE, respectiely.

7.3.7.9 Fogging

If fog is enabled, the fragmestRGB color after tdure application is
modulated using a linearly interpolated fegtor Fog blends the frag-
ments R, G, and B components with the corresponding components of
the fog color according to the formula

f*(C r'Fc) + Fcl (EQ 11)

where fis a blendingdctor in the range [0,1F is the R, G,
or B fog color andC, is the fragmens incoming R, G, or B coloiThe
RGB fog color is indicated through tReg.color register The A compo-
nent is unchanged by fog.

The fog blendingdctor f is linearly interpolated along the plane defined
by the primitve’s (x,yf) vertex coordinates. This interpolation is per-
formed using the plane equation arithmetic described in Setfon

1. This is an equivalent but less computationally expensive expression of the formula
given in the OpenGL specification:

FC, + (L)
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Therefore, fog application requires the plane equation arithmetic parame-
ters t, df/dx, and df/dywhere f is the fog blendin@étor

The fog blendingdctor is applied as a 1.8 unsigneadixoint @lue
clamped to the range [0,1.0]o Thaintain precision, a 1.20 &v¢ comple-
ment fixed point stepper is used to interpolate the blendiotpf The
lowest 12-bits of the steppealue are then truncated The fractional part
of this 9.12 walue is then truncated and then clamping them to the 8-bit
range [0,255]. If thisalue is greater than 128, it is incremented by one so

that
Table 7-18 Fog Blending Factors
Fog.Fy 1.20 fg
Fog.dfdx 1.20 df/dx
Fog.dfdy 1.20 df/dy

7.3.7.10Antialiasing

Antialiasing operates on the fragmeamlpha alue after fogging. Anti-
aliasing applies only for point and line primis and only for RGB(A)
pixels. If antialiasing is enabled, avepage @alue is computed for the
fragment and used it to modulate the fragnsealpha alue.

TBD

If antialiasing is enabled for a line prinwg, a line width of tw is as-
sumed.

Coverage alues are computed using a 128X8NRcoverage table in-

dexed by the three upper bits of the absolatlei® of the slope of the line

and the 4-bit subpet distance between the minor coordinates of the sam-
ple point and ideal line. This eerage alue is modulated by an endpoint
coverage alue obtained from a 128x4-biCR1 endpoint ceerage table
indexed by the upper bits of the slope and the sudpiistance between

the If the fragment is considered an endpoint fragment, Then, an endpoint
filter is applied to the indeed caverage wlue if the distance between the
major coordinates of the sample point and either of the idead kemel-
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points is less than one fragment width. The resultivgiage alue is a

0.8 fixed point alue corresponding to the floating point range [0, 1). The
product of the ceerage alue and the fragmestalpha alue is the frag-
ments nav alpha alue.

Antialias computes the ideal lireminor coordinate iterately using the
line slope walue which the host loads into the Antialias.sloggster The
slope is defined as dy/dx for x-major lines and dx/dy for y-major lirees. T
maintain precision, the host must specify the slope as a 2012 ¢am-
plement fixed point alue in the range [-1.0, 1.0].

Since antialias modulates only the alphéue of the fragment, the host
must enable blending and specify an appropriate blending function to
modulate the fragmestRGB \alue.

7.3.7.11AIpha Test

The alpha test is performed on the fragneealpha alue after antialias-

ing coverage application. It is enabled/ disabled through thevDra
Mode.enAlpha@&st bit and applies only for RGB(A) mbs. If enabled,

the alpha test discards the fragment if the comparison between the frag-
ments alpha alue and an 8-bit referencalue fils.

The possible constants specifying the alpha test function and their corre-
sponding functions are siva in Table 7-19 The alpha test function and |
8-bit reference alue are indicated through the Alplest.func and Al-
phalest.ref fields.

Value Function
NEVER false

LESS alpha < ref
EQUAL alpha == ref
LEQUAL alpha <= ref

GREATER alpha > ref
NOTEQUAL alpha = ref

GEQUAL alpha >= ref
ALWAYS true
Table 7-19 Alpha test functions
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7.3.7.12Alpha Blend

Alpha blending is performed on the fragmer®GB(A) color after anti-
aliasing coerage application. It is enabled/disabled through the enBlend
bit of the DravMode ragister and applies only for RGB(A) @bs. If al-

pha blending is enabled, the source RGB®mponents are combined

with their corresponding destination R&Bomponents according to the
formula

CgS OP G*D (EQ 12)
where Cs and G are source and destination compone#ts,
and D are source and destination blendawdrs, and OP is the blend
op. Both the source and destination blendawdrs are RGR quadru-
plets applied to the source and destination components, respedthe
source and destination blendiragfor quadruplets are computed accord-
ing to the src and dst fields of the Blend.furgister The possible con-
stants for computing the source and destination blenduigrf
quadruplets and the blendiraxtors thg compute are sk in Table20
andTable21.

Table 7-20 Source blending factors
Value Sour ce Blend Factor
ZERO (0,0, 0, 0)

ONE (1,1,1,1)
DST_COLOR (Rg» Gg» Bgs Ag)

ONE_MINUS_DST_COLOR

(1,1,1,1) - (B Gy, By, Ag)

SRC_ALPHA

(As As As Ag)

ONE_MINUS_SRC_ALPHA

(1,1,1,1)- (A As As AY

DST_ALPHA

(Ag: Ad: Agr Ad)

ONE_MINUS_DST_ALPHA

(1! 1,1, 1) - ('%1 Ad’ Ad’ Ad)

SRC_ALPHA_SAURATE

CONSTANT_COLOR

(Re: Ge, Be, Ao
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Table 7-20 Source blending factor s

Value

Source Blend Factor

ONE_MINUS_CONSTANT_COLOR

(1,1,1,1) - (Ry G Be Ao

CONSTANT_ALPHA

(AcAc Ac Ad

ONE_MINUS_CONSTANT_ALPHA

(1,1, -(Ac Ac Ac AY)

Table 7-21 Destination b lending factor s
Value Destination Blend Factor
ZERO (0,0,0,0)

ONE (1,1,1,1)
SRC_COLOR (Rg Gg, Bg, A9

ONE_MINUS_SRC_COLOR

(1,1,1,1)-(Rs Gg Bg, Ay

SRC_ALPHA

(As As As Ag)

ONE_MINUS_SRC_ALPHA

(1,1,1,1)- (Ag Ag Ag A

DST_ALPHA

(Ad, A Agy Ag)

ONE_MINUS DST_ALPHA

(1,1,1,1)- (Ag Ag Ag Ay

CONSTANT_COLOR

(Re) Ge: By Ag)

ONE_MINUS_CONSTANT_COLOR

(1,1,1,1) - (Ry, Gg, Bo Ao

CONSTANT_ALPHA

(AcAc Ac Ag)

ONE_MINUS CONSTANT _ALPHA

(1,1,1,1) - (Ae Ac Ac AY)

Table 7-22 Blend op v alues and their corresponding b  lend ops.
Value Blend Op
ADD Cs&S+CyD
SUBTRACT C&S-Cyq*D
REVERSE_SUBTRACT Cq*D-CsS
MIN min(Cg, Cy)
6/2/97 PROPRIETARY and CONFIDENTIAL
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Table 7-22 Blend op values and their corresponding blend ops.
Value Blend Op
MAX max(G;, Cy)

7.3.7.13Dithering
TBD
7.3.7.14L ogic Ops

Logic ops are enabled throught the enLogicOp bit of thevDiede ray-
ister. If enabled, a bit-wise logical operation is performed between the
fragments source coloralue after dithering and the corresponding desti-
nation color @alue read from the framaffer. Logiccops apply to both
color index and RGRB\ pixels. The logical operation performed is indi-
cated through LogicOp gester

Table 7-23 Logic op values & their |
corresponding logical
operations applied bitwise on the
source (s) and destination (d) |

colors.
Value Operation
CLEAR 0
AND s&d
AND_REVERSE s&~d
COPY S
AND_INVERTED ~s &d
NOOP d
XOR s™d
OR s|d
NOR ~(s|d)
EQUIV ~(s"d)
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Table 7-23 Logic op v alues & their
corresponding logical
operations applied bitwise on the
sour ce (s) and destination (d)

color s.
Value Operation
INVERT ~d
OR_REVERSE s|~d
COPY_INVERTED ~S
OR_INVERTED ~s|d
NAND ~(s & d)
SET 1

7.3.7.15Color Mask

If enabled, the coloruifer plane mask controls which bits of the frag-
ments color are written to the colouffer. This plane mask can be ap-
plied to both Cl and RGB(A) péts.

The color lffer plane mask is indicated through @@ or M ask register
Where a 1 appears in the mask, the corresponding bit in the offler b

is updated; where a 0 appears, the corresponding bit is not updated. Be-
cause the Moosehead memory system has no direct writgtgapabil-

ity, plane masking is implemented using a read-modify-write operation.
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7.3.7.16Depth Stepping

The depth alue z assigned to the fragment is determined by linearly in-
terpolating depthalues along the plane defined by the prieis (x,yz)
vertex coordinates. The deptlale is linearly interpolated using the
plane equation arithmetic described in Seciidh7. Therefore, depth
value interpolation requires the plane equation arithmetic paramgters z
dz/dx, and dz/dywhere z is the depttalue to be interpolated.

To maintain precision, a 25.12 s complement fied point stepper is

used to interpolate 24-bit depthlues. The 24-bit deptralue assigned

to the fragment is generated by truncating the fractional part of this 25.12
value and then clamping it to the 24-bit range%,zro assign properly
rounded depthalues, the host should adjust each initial depthersz by

0.5.
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The depth plane equation parameters must be specified’asctwnple-
ment numbers. Tlyeare loaded into the foNang registers:

Table 7-24 Depth plane register s

Depth.z 25.12 Zg

Depth.dzdx 25.12 dz/dx

Depth.dzdy 25.12 dz/dy

7.3.7.17Depth Test

The depth bffer test operates on the dep#iue assigned to the frag-
ment. If enabled, the depthffer test discards the fragment if a compari-
son between the fragmesntiepth alue z and the alue of the
corresponding depthulfer pixel zy value is &lse. The depthuffer test is
enabled or disabled by setting #r@epthTest field of theDrawM ode
register to EM\BLE or DISABLE, respectiely.

The possible constants specifying the dejpiffel test function and their
corresponding functions are stioin the table bels. The depth bffer
test function is indicated through tbepth.func register

Table 7-25 Depth function v alues and their corresponding comparison
functions.
Value Function
NEVER false
LESS Zs< Zy4
EQUAL Z3==14
LEQUAL zZ <=z

GREATER Zs> 74
NOTEQUAL z5l= 274
GEQUAL Z3>= 74
ALWAYS true
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7.3.7.18Stencil Test

If enabled, the stencil test discards the fragment if a comparison between the aleaeihd an 8-bit
reference a&lue is &lse. The stencil test is enabled or disabled by settirengbencil Test field of the
DrawM ode register to EMBLE or DISABLE, respectiely.

TBD
Table 7-26 Stencil functions & their corresponding comparison
functions.
Value Function
NEVER false
LESS s < ref
EQUAL s == ref
LEQUAL s <= ref
GREATER s > ref
NOTEQUAL s 1= ref
GEQUAL s >= ref
ALWAYS true
7.3.7.19Stencil Op
Table 7-27 Stencil ops values & their corresponding operations.
Value Op
ZERO =0
KEEP S=s
REPLACE s = ref
INCR S++
DECR S--
INVERT s=-~s
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CHAPTER 8 System Initialization and
Reset

8.1 Introduction

The R10K/R12K processor suppong types of the reset sequences:
Paver-on reseind @ld ResetSoft Resefor the R10K/R12K processor
family is not supported. (Note: Crime 1.1 supportedsari\Reset for the
R5K, hut that is because the R5K has deterministic state atien\Re-
set, which is not atays so for the R10K/R12K.)

Paver-on reset alles >1 msec for the peer supplies to stabilize before
asserting DCOK. CRIME then performs the defined sequence to assert
SysRst*, load the Modeavd into the R10K/R12K with SysResal,

and finally to deassert SysRst*.

Cold Reset assumes that thevpois stable and so DCOK remains as-
serted to the R10K/R12K. CRIME then performs the same sequence as a
Power-on reset.
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8.2

Soft Reset assumes that thevpois stable and that all the phase lock
loops are stable. No Modeowd is loaded, only the SysRst* pin is assert-
ed for > 16 ClocksNote that CRIME 1.5 does NGsupport this mode. |

Power-on Reset Sequence

8.3

A detailed description of the Rer-on Reset sequence for the R10K pro-
cessor can be found in the R10K Usévlanual. Refer to Chapter 8 Sec-
tion 8.2 in that manual for a functional timing diagram.

It is anticipated that the R@r-on Reset sequence for the R12K will be
identical.

Cold Reset Sequence

8.4

A detailed description of the Cold Reset sequence for the R10K proces-
sor can be found in the R10K UseManual. Refer to Chapter 8 Section
8.3 in that manual for a functional timing diagram.

It is anticipated that the Cold Reset sequence for the R12K will be identi-
cal.

A Cold Reset Sequence can be initiated through Soétlvy program-
ming the CPU Intedce Control Rgister described in Chapter 5.

Soft Reset Sequence

8.5

Soft Reset Sequence will not be supported by CRIME 1.5 as the state of
the R10K is often un-reverable when a Soft Reset Sequence is initiat-
ed.

Reading the Mode bits

CRIME reads a serial ®M on the CPU board as part of thenReon

and Cold Reset Sequences. In thid\Rare 64 bits that comprise the
Mode bit pattern required by the R10K/R12K processor for the Mode ini-
tialization sequence.
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8.5.1 Mode bit sequence

These bits are stored in the ROM in big endian bit format so that the 64
bit pattern is more readable to humans looking at them with editors and
ROM programmers.

This means that bit 0 read from the serial ROM is bit 63 of the SysAD
Mode word, bit 1 is bit 62 etc.

The mode bits are loaded from a serial port on CRIME comprised of the
MODE_CLK (output) and MODE_DIN (input) pins.

During the design implementation, should additional mode bits be
required for the use by the CRIME chip, they could be added to the
protocol here.

The diagram shows the serial ROM that would reside on the CPU board
with the R10K or R12K and the VICE chip. The ROM should reside
there so that different speed processors can have the ROM programmed
for the correct clock divisors.

8.5.2 Modebit values

Thelist of the R10K mode bits is shown below. The bits and the default
(or recommended operating) states for an icehouse system are indicated
in the table for ease of reading. The function and the encoding of the bits
can be found in the R10K Users Manual
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V3V
A Serial ROM
CRIME Vee
VPP Data
Mode Clk » Clk
L »| Mode Din —» Rst n
Ce N
Gnd
\J
GND

—m» Reset_Cond_n?

Reset_Cond n
Note: thisinput to CRIME and the Serial ROM must be active for Power On Reset
and Cold Reset
Figure 8-1 Serial ROM Connection diagram
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Table 8-1: R10K Mode bits

SysAD bit Name Remarks
2:0 KsegOCA Default 3: Cacheable nonchoherent
4:3 DevNum Default O: Processor 0
5 CohPrcRegTar Default O: Coherency disabled
6 PrcElImReq Default O: Disable issuing of processor eliminate
requests.
8:7 PrcRegMax Default 3: 4 Outstanding processor requests
12:9 SysCIkDiv Default 3: SysClk is PClk divided by 2 (200MHz)
4: SysClk is PClk divided by 2.5 (250 MHz)
5: SysClk is PCIk divided by 3 (300 MHz)
13 SCBIkSize Default 1: 32 words.
14 SCCorEn Default 0: Secondary cache access always through
the corrector. ?727777?
15 MemEnd Default 1: Big Endian.
18:16 SCSize Default Ox1: IMB.
21:19 SCCIkDiv Default Ox2: Divide by 1.5.
24:22 Reserved Default 0x0.
28:25 SCClkTap Default 0x0. Will try out in the system design.
29 Reserved
30 ODrainSys Default 1: Open-drain (To be reviewed).
31 CT™M Default O: Test Mode disabled.
63:32 Reserved
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8.6 Quick Boot Sequence

NOT Supported

8.7 Pin Reset States

Needsto be updated with CRIME Signals

Table 8-2: Pin Reset States

%% SiliconGraphics

Computer Systems

Pins Reset State Remarks
SysPLL_CtrOut undefined
MemPLL_CtrOut | undefined
SysCmd(11:0) tristate
SysCmdRr tristate
SysAD(63:0) tristate
SysAD_Chk(7:0) | tristate
Sys\al_n tristate
SysRdRdy_n negated
SysWrRdy_n negated
SysGntP(3:0)_n negated
SysRel_n tristate
SysResp(4:0) 11111 For R10K, the reset state is a decare.
SysRespé&r 0 From odd parity generator
SysResp¥l_n negated
MembData(63:0) tristate
MembDataChk(7:0) | tristate
MemAddr(12:0) 0x0 Thismay be changed to invalid address.
MemBS 0 This is arbitrarily chosen. It can be changed {
match the actual design.
PROPRIETARY and CONFIDENTIAL 6/2/97
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Table 8-2: Pin Reset States

Pins Reset State Remarks

MemRAS n negated

MemCAS n negated

MemWE_n negated

MemCKE asserted

MemCS n(15:0) negated

MemDir 0

MemGS 0

INitDCOK negated

InitSysReset_n asserted

InitColdReset_n asserted

INitSW_Reset_n tristate

HrtPLL_RstOut n | asserted

InitM odeClk 0

InitSR_SH 0

Trig 0

TstDO 0

8.8 System Board Initialization Note
During the design review for CRIME 1.5 it was noted that the CPU board
layout should include mounting pads and space to mount a reset switch
and de-bounce circuitry that could be used in thelab to drive the NMI pin
of the R10K/R12K for lab debug purposes.
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CHAPTER 9 Open |ssues & Decisons

Open issues are documented here. The decisions on recent open issues
are documented here for the sake of reference and archiving

9.1 Open Issue list

9.1.1 128 byte line sizedr R10K/R12K

A singe read or write request from a R10K/R12K processor can produce
up-to 4 memory requests for the internal CRIME Memory Interface Unit
(MIU).

NOTE: The final decision br cache line size will be made based on
available silicon area, as the die will emain the same size as CRIME

1.1.As such my tale on this would be to shoot ér a 64 byte cache line |
size which will make the layout more likely to succeed.

Theread buffer in CRIME should be 256 bytes to keep performance high
and control complexity low.
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Because a single memory clock at 66 MHz produces data for 4 SysAD
cycles at 100 MHz it is theoretically possible to sustain the read band-
width of a single R10K/R12K processor with a reatfdy that is smaller
than 256 bytes. The present CRINIE part has a readuffer of 32 bytes. |
A buffer of 128 bytes while seemingly an increase of 4x die aceddwv

in fact be less than that since thdfér is presently implemented with
flip-flops and vauld be meed to a latch based design forglar imple-
mentations.

9.2 Decisions History

This section contains the original “todo” list compiled by Janoesds at
the outset of the “icehouse” project in February of 1997. Further deci-
sions since then are includearkssues that va been deferred as an im-
plementation detail, a notation has been made to teat .ef

9.2.1 4 outstanding reads from processor

a.
b.

Add 3 more entries to present 3 entry request queue.

Larger read responseiffer see 9.1.1 "128 byte line size for
R10K/R12K" to hold 2-128 byte cache lines.

Handshak required to ackwdedge when entries are freed
from the CPU clock domain to the memory clock domain.
Not required in present 1 outstanding read design.

No ECC check bits will be generated for R10K/R12K SysAD
transactions. No ECC check bits will be chettlon SysAD
transactions from the R10K/R12K. Interrupt Aclutedge
cycles do not require ECC.

Process all processor requests in griodgrstill need to kep
transaction number for 4 outstanding requests to return them
to the R10K/R12K.

A “graduator” for read responses and logic to decide which of
the 2-128 byte read responsadfers drives the internal sys-

tem responseus is required. The arbiter requirement is elim-
inated if a single 128 byte responsdfér is implemented at

the expense of more comptecontrol logic between the PIU
state machine that submits read requests to the internal
CRIME MIU.

RdRdy_n will not be implemented in CRIME because the in-
ternal CRIME commanduifer will always be able to accept
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4 read requests. This is consistent with the fession of
CRIME which did not implement RdRdy_n because the com-
mand huffer could alvays accept 1 possible read request from
the R5K processor

9.2.2 Add speculation work around for R10K
The Juice method & selected for this fix. See Chapter 5 for detalils.

9.2.3 Increasewrite buffer size

CRIME 1.1 ontains eight 32 byte entries. This is 256 bytes. A 50% in{
crease in write toffer size would be a bffer of 384 bytes. This auld al-
low 3 cache lines to be resident in the wrikéfdr at ay time.

The control logic to inform the processor on the SysAB that CRIME

is NOT ready to accept additional writes (WrRdy_n asserted) will be en-
hanced to monitor the command queue of writes AND the déitar b

level of writes. This logic is not that complicated as itvesly eisted

in a ersion of the CRIME PIU.

One method to accomplish this is to assert WrRdy ytiraa the write
data luffer contains 256 bytes. Thisowid leave a 128 byte cushion for
colliding with a write gcle that vould be max size (full cache line).

There is no adantage to increasing the write command queue depth be-
yond 8 since 8 doubleawd writes still take 256 bytes in the write data
buffer if they are to the same addresggeple is the graphics fifo).

The algorithm then for WrRdy_n assertion is 256 bytes in the dé#&x b
OR the high water level water mark in the write command queue (say 5
which | think is the eisting water mark in CRIME).

9.2.4 SysAD arbitration

9.2.4.1 SysAd arbiter to R10K/R12K & VICE

The arbitration scheme for the SysADslbetween CRIME and an R10K
is different than with the R5K.

A new arbitration block will be created to support the R10K/R12K proto-
col. VICE is an added compdigy to this protocol. Thexasting VICE
CRIME “SysAD DMA” method {patent pending :-) }will be presex

for all VICE <-> CRIME SysAD actity.
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9.25

9.2.6

9.2.7

VICE read responses in an R10K/R12K implementation will follow a
protocol proposed by MinghuaLin. This protocol requiresthat VICE ask
the CRIME chip for the bus with the usual ViceSysRqgst_n signal and
wait for agrant from CRIME with the ViceSysGnt_n signal prior to re-
sponding to an R10K/R12K read request. This method will prevent VICE
from driving the busif the R10K/R12K is producing more SysAD activi-
ty and will also prevent VICE from colliding with CRIME read responses
intended for the R10K/R12K.

A suggested enhancement to this protocol would be to have VICE assert
ViceSysRgst_nfor asingle cycle when theintended VICE request for the
SysAD busisfor the soleintention of aread response to the R10K/R12K.
This would be a performance enhancement, since CRIME could then
grant the bus to VICE even when the CRIME-VICE dma buffers are full
in the CRIME chip.

R10K reset sequence

This sequence involves a protocol involving the SysAD bus rather than
dedicated pins as in the R4x000 and R5K implementations. As such, the
external agent istypically the device that handles this protocol asthe
R10K/R12K isinitialized.

Two pinswill be added to the connector between the CPU module and
the System board in the O2 implementation. The serial ROM will reside
on the CPU board so that it is present for the R10K/R12K implementa-
tion and can send datato CRIME. CRIME will in turn support the R10K/
R12K initialization protocol acrossthe SysAD bus using the information
from the CPU board serial ROM.

SyaAD 1/O buffers

a. The SysAD Interface pins of CRIME and VICE will support
HSTL similar to the Heart chip in the Octane implementation.

b. A differential PECL clock input will be added to CRIME and
VICE.

c. VICE <-> CRIME interconnections that are unique to the VICE
CRIME protocol will remain asLVTTL signals.

VICE
VICE will remain on the SysAD bus in the icehouse architecture.
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9.2.8

9.29

VICE will support the R10K/R12K protocols.

VICE will support SysAD I/O bffers similar to the Heart chip in the Oc-
tane implementation.

VICE will support a PECL clock.

VICE will follow the protocol gtensions for the R10K/R12K read re-
sponse as outlined in 9.2.4 "SysAD arbitration”

Uncache accelerated support
Uncached accelerated writes are not supported to 1/O.

Uncached accelerated writes are supported to Memoryaarineery
useful for memory managemenugter initialization, 64K page to 4K
page transfers).

Remove 1 pipeline stage for read responses

This is an attempt to minimize memory latgior Unix processor reads
from memory Any implementation techniques that further the goal of
minimizing memory read lategcwhile preserving system functionality
(GBE must send péls to the displgydPEG must ark for VICE, MACE
must be alled to mee 3 video streams in real-time) are strongly en-
couraged.

9.2.10 R10K Interrupt Cycle

The R10K/R12K has a single clock period interrymie specified in the
SysAD protocol. CRIME will support this as the mechanism to commu-
nicate interrupts to the R10K/R12K.

9.2.11 R10K/R12K 40 bit addressing

CRIME will support 40 bit address checking in the R10K/R12K imple-
mentation mode to pvent address aliasing.

9.2.12 BusErrors

Bus errors will be generated for all cache reads not to memory address
space.
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9.2.13 R5K/RM 7K Stream Buffers

Stream bffers will not be supported in this design as the R5K/RM7K are
not supported by CRIME 1.5.

9.2.14 CRIME buserror on separate interrupt level?

CRIME 1.5 will support all 5 interruptVels specified in the MIPS inter-
rupt ragisters of the R10K/R12K.

The 32 interrupt bits in CRIME that presently are logically ored together
(after compared with their inddual mask bits) will be collected into 5
separate groups. This will allothe lernel a performanceag when
managing interrupts. The present implementation requirey Ri&h

read and writeyxles to CRIME to perform rudimentary Soéive Pro-
tection Level (SPL) emulation using the CRIMEL implementation. |

9.2.15 CPU_SYSCORERR_N

This output pin from the R10K/R12K processor will identify when a cor-
rectable error has occurred oryani the internally ECC protected data
paths which include all caches and tags.

CRIME will not implement a counter each time one of these pasuhe
frequeng for a passable part is a couple of occurreneves sweral
hours, which can be monitored by Sadte without a hardare counter

CRIME will generate an interrupt each time one of these occur

This will be used by thedtnel softvare to monitor the frequepof in-
ternal R10K/R12K correctable errors. Traue of this is to finddilures
in R10K/R12K processors in the maaaturing process and in the in-
stalled base thatould otherwise be mask by the correcting circuitry
inside these processors.

9.2.16 CRIME Interrupt Levels

The grouping of the 32 CRIME interrupts into 5 Processor interrupts has
been finalized.

This is per Chris Johnsananalyses with one addition. Thevne
CPU_SysCorErr* interrupt has been added vell& to be grouped with
interface error interrupts.

I P1 - softintO
| P2 - softintl
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IP3 - [* SPL3/SPL5*/

CRM_INT_VICE 0x80000000

CRM_INT_RES5 0x08000000

CRM_INT_RE4 0x04000000

CRM_INT_RE3 0x02000000

CRM_INT_REZ2 0x01000000

CRM_INT_RE1 0x00800000

CRM_INT_REO 0x00400000

MACE_PERIPH_MISC 0x00000020
MACE_PERIPH_SERIAL  0x00000010

MACE_ETHERNET 0x00000008
IP4 - /* SPLHINTR */
CRM_INT_GBE3 0x00080000
CRM_INT_GBE2 0x00040000
CRM_INT_GBE1 0x00020000
CRM_INT_GBEO 0x00010000

MACE_PCI_SHARED2  0x00008000
MACE_PCI_SHARED1  0x00004000
MACE_PCI_SHAREDO  0x00002000
MACE_PCI_SLOT2  0x00001000
MACE PCI_SLOT1  0x00000800
MACE_PCl_SLOTO  0x00000400
MACE_PCI_SCSI1  0x00000200
MACE_PCI_SCSI0  0x00000100
MACE_VID_OUT 0x00000004
MACE_VID_IN_2 0x00000002
MACE_VID_IN_1 0x00000001

IP5 - [* SPL6*/
CRM_INT_SOFTO 0x10000000
IP6 - [* SPL65 */

CRM_INT_SOFT2 0x40000000
CRM_INT_SOFT1 0x20000000
MACE_PERIPH_AUDIO  0x00000040

IP7 - [* SPL7*/

CRM_INT_MEMERR 0x00200000
CRM_INT_CRMERR 0x00100000
MACE_PCI BRIDGE  0x00000080
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P8 -
CPU count/compare int

Note that Software numbers interrupts from IP[1] through I1P[8] while the
R10K document and Chapter 5 of this specification number them IP[1
through IP[7].

9.3 Revisions

REV 0.3 6/2/97

All Figure and &ble Numbers preceeded by Chapter Number and restart-
ed in each chaptefable of Contents modified to ska@hapter number
preceeding each page number within a chaptas will better presees
Figure, Bble and Bge Numbers for futurevisions.

Chl - Mce 1.5 Spec added to list of references.

Ch2 - HSTL_IEN pin added for HSTL test requirement.
First pass at Mechanical Qvang for 584+ TBGA Rckage.

Ch5 - SysAD arbitration priority added.

Interrupts that are edge triggered are reallyeldéatched” in
Crime 1.1. Writing the Hardare Interrupt rgister is necessary to
reset “level latched” interrupts. Also, interrupts mapped to R10K|
R12K IP levels go from IP2-1P6 instead of IP3-IP7 as in REV 0.7
of this specification. Fid error in “Crime Interrupt Assign-
ments” B&ble that had MEE interrupts incorrectly named.
CPU_SysCorErr_n interrupt added &rious Interrupt rgisters
as it was wverlooked in R& 0.2 of this specification.

CPU Error Status gester moed from 0x1400 1048 to 0x1400
4048 to be on separate 16K page as requestedvaiyseesign
review. The 0x1400 1048 addresasvincorrectly assigned as this
is only 4K avay from the other CRIME CPU gesters.
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HSTL_IEN put pin added to Figure 5-2.
Watchdog Tmer Documented by Minghua

Ch 8 - Soft/Vérm Reset not supported for R10K/R12K. Crime 1.1 does
support Soft/Verm Reset for the R5K.

REV 0.2 5/14/97

Notes from Design Reew of 4-30-97 for CRIME 1.5 Specification

1.0 Major Issues Notét Covered

- Interrupt Map, reise per Chris JohnsaMap.
Update Section 5 and Section 9

- Exceptions Listed - SectionGBPEN

- Juice Functionality Documented in Spec
Presere Memory Maps of CRIMA..1

2.0 Open Softare Issues

- CPU_SysCorErr_n add to interrupgigter at bit 30
Previously occupied by Softare Interrupt 2.

3.0 Issues found in detailview of
Chapters 2,5,9 (and some input on 8 too)

Chapter 2 Deice Interface Description

-Remaore Godzilla / Heart references
-Document HSTL 1A dxier type for SysAD

6/2/97
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- Logic Levels added to Chapter 2 Table for all signal pins
-Physical Packaging Diagram updated to CRIME 1.5 package
- Table 1 CPU_SysCorErr_n added to pin list
- Table 1 SysClk1x and SysClk2x missing from pin list
Also some confusion in the text in re-naming these
pins MemClk. Remove reference to MemClk.
- Table 1 Phase Lock Loop pinsfor CPU_CLK missing from pin list

Chapter 5 Processor Interface Unit and Its Operations

-Figure 5-1 Block Diagram SysCorErr* added to R10K and CRIME
SysCmdVal* should be called Sysva* (R10K) Sysva _n (CRIME)

-Section 5.2.1 R10K/R12K Bus Request Supported - Elaborate
Always return exclusive when other types of requests submitted.

-Section 5.2.2.1 Number of VcgqSys pinsisHSTL/6 => 120/6 = 20
May borrow some of these from existing 3.3V pins on package.

-Section 5.3 Processor Interface Assumptions
Highlight that SysAD isrunning WITHOUT ECC.

-Section 5.5 Add typical latency number assuming collision with GBE
-Figure 5-15 Remove second label of Figure 5-1 on same page.

-Section 5.7 Interrupts

2nd paragraph is hold over from R5K interrupt pin. Rephrase to
indicate R10K interrupt cycle on SysAD by CRIME 1.5. Algorithm
to decide when to update R10K based on external interrupt changes.

-Section 5.8 Timers
Add description of WatchDog Timer and Crime Timer

-Section 5.9 Register Map
Table 15 - Register Address Map

Software would like Crime Timer to be on separate 16K page
so that it can be mapped to user process without exposing
other registersin Crime. 0x1400 0038 => 0x1400 10387
Chris Johnson to verify that this Crime Timer is the same
that we expose to user programs.

Table 16 - 1D register - check value. Add note to make a hard mux
in layout so that revisions that are mask changes only

%% SiliconGraphics
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can easily change thevision number field.

Table 17 - CPU Intedice Control Rgister

Mae JUICE Mode (bits 15:14) to bits field 7:5
Change range from 0/8/16/32 to 0/4/8/12/16/20/24/28/32 MEG
=> Bit field increases from 2 to 3.

Bit 10 Soft Reset Not supported for R10K asag an R5K.
Add “NOT USED IN CRIME 1.5”

Table 18 - Interrupt Status &ister bits 20 and 21 syped.
THIS WS NOT AN ERROR!

The VHDL, the spec and the SaitevDefines all agree
that the bit positions beloare correct.
Memory error interrupt (21)
CPU interace error (20)

Table 21 - Same comment as 18
Tables 18-21 Add description of\wanterrupt reisters function:

Interrupt Enable Bister must set bit to a 1 to aldhe
interrupt to cause an interrupt on that bit to produce a
physical interrupt to the processor

Interrupts that were enabled and created an interrupt can
be read in the Hardave Interrupt Rgister

Interrupts that occur can also be read in the Interrupt

Table 24 CPU Error Address &ster

Contains bits 33:2 of the address for CPU PIO errors.
Software would like bits 39:34 captured as well. May be put in

6/2/97 PROPRIETARY and CONFIDENTIAL % SiliconGraphics

Computer Systems



CRIME 1.5 SPEC Open Issues & Decisions Page 9-12

the CPU/VICE Error Status Bister or a ne register added.

Chapter 8 System Initialization and Reset

Reminder to lea pads and room for switch and de-bounce circuitry on
the CPU Board Layout to are the NMI pin of R10K/R12K (HSTL Lhe
el?) for lab debg purposes.

Chapter 9 Open Issues and Decisions

All Remove reference to R5K / RM7K
9.1.2 Update CRIME Interrupt Assignments
9.2.5 SysAD Arbitration = Document priority scheme for releasirsg b

back to R10K with multiple reads in CRIME queue. James sug-
gested perhaps a 2 deep read queue and ¥eRHOK back bs for an-
other if it is requesting, in order t@&p the queue filled.

9.2.7 SysAD I/O bffers - No more YTTL on SysAD

9.2.9 Uncached accelerated support - Add info that identical not sup-
ported.

9.2.14 Stream Btdrs, remwoe since no R5K.
9.2.15 CRIME Bus error on SPL7 Includes MEMERR and CRMERR

4.0 Other Issues

Sections 1-12, 2-7 Reme R5K/RM7K references

Check entire Spec for R5SK/RM7K references and HSTL aALL/O
cell confusion on SysAD

PIU / MIU Flow Control Documented ChapteilCPEN
Remawe Support for Little Endian

CRIME/VICE Protocol Documented Chapter 5 - See VICE Spec

Final decision for cache line size 64/128 will be made
based on pysical design constraints.
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Soft Reset support not required - T5 state on Soft Reset not
predictable.

Cold Reset will continue to be supported.
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